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As the importance of patient safety increases for h ospital management, improvements in patient safety 
are needed to reduce the high incidence of medical errors. Research on patient safety and medical 
errors shows that errors and the resulting adverse events are mainly the result of health-care provide rs, 
equipment and the quality management system. Most s tudies focused their research on the risk of the 
individual patient in health care. However, when fa cing patient safety problems, a hospital manager 
must consider the risk to the organization while ma king decisions about improvements. The risks will 
be relative to the cost-effectiveness of a health-c are organization. Here we used a TOPSIS (technique 
for order preference by similarity to ideal solutio n) approach to manage the risk of a health-care 
organization in linguistic terms in the environment  of interval-valued fuzzy numbers (IVFNs). Rather 
than calculating the distance between the alternati ves and the positive/negative ideal solution in a 
TOPSIS approach, we use the similarity measure betw een IVFNs of the alternatives’ risk and the risk of  
the positive/negative ideal solution to help hospit al managers analyze risks in an uncertain and 
complex situation and more easily determine the bes t alternative. 
 
Key words:  Risk management, decision making, patient safety, interval-valued fuzzy numbers, TOPSIS, 
similarity measure. 

 
 
INTRODUCTION 
 
All people requiring or receiving health care have a right 
to be safe that is, the right to be kept free of danger or 
risk of injury while in health care domains (Johnstone and 
Kanitsaki, 2007; Bianchi, 2009). This right carries with it a 
correlative duty on the part of health service providers to 
ensure that people who are receiving care are kept free 
from danger or risk of injury while receiving that care 
(Johnstone and Kanitsaki, 2007). The risk of mortality 
among patients with iatrogenic complications was 
significantly higher than the risk of mortality among 
patients without iatrogenic complications (Giraud et al., 
1993). Therefore, patient safety and quality health care 
are primary directives for those in health care (Ross and 
Ranum, 2009; Kalra, 2004; Teng et al., 2010; Didier et al., 
2006; Chao et al., 2007).  The  term “patient  safety”  is  a   
 
 
 
*Corresponding author. E-mail: tychen@mail.cgu.edu.tw. Tel: 
+886-3-2118800 ext. 5678. Fax: +886-3-2118500. 

relatively recent initiative in health care, which encom-
passes systems of patient care, reporting of mistakes and 
the initiation of new systems to reduce the risk of errors in 
patient care (Vande and France, 2002).  

The main aim of patient safety efforts is to eliminate 
adverse events (Makai et al., 2009). Recent studies 
denote that nurses are a critical component in the promo-
tion of patient safety. Nurses have an innate capability to 
intercept near misses and the errors of others on the 
health care team. Nurses have a pivotal role to play in 
clinical risk management and promoting patient safety in 
health care domains (Johnstone and Kanitsaki, 2007; 
Ross and Ranum, 2009; Borden and Lang, 2001; Hegney 
et al., 2003; Sasicbay- Akkadechannunt et al., 2003; 
Dunton et al., 2004; Person et al., 2004; Philbrook, 2004; 
Sochalski, 2004). Accordingly, nurses need to be 
prepared educationally to manage clinical risk effectively 
when delivering patient care (Johnstone and Kanitsaki, 
2007). However, global nursing shortages have exacer-
bated time pressure and burn out among nurses (Teng  et  
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al., 2010). Therefore, some researchers discussed 
nursing workload and the work environment (Teng et al., 
2010; Hurst, 2005; Carayon and Alvarado, 2007; 
Lyneham et al., 2008; Gerolamo, 2009). 

In addition, most studies focused their research on the 
risk of individual patients in health care (Ross and 
Ranum, 2009; Gupta, 2004; Gerson et al., 2004; Welie et 
al., 2005; Landis and Faries, 2007; Petersen, 2007). 
However, the risks of a health-care organization should 
be considered in the decision-making process while 
improving patient safety. Risk is composed of two factors: 
the probability of failure and the severity of loss. Many 
risk management approaches have been based on the 
use of linguistic assessments instead of numerical values 
(Nieto-Morote and Ruz-Vila, 2011). The fuzzy set (Yao 
and Su, 2000) is a mathematical tool for the analysis of 
data defined in imprecise linguistic terms based on 
subjective judgments such as low risk, serious impact or 
high-probability events.  

When something is uncertain, such as a measurement, 
using type-1 fuzzy sets, which represent uncertainty by 
numbers in the range (0, 1), makes more sense than 
using conventional sets. However, it may not be 
reasonable to use an accurate membership function for 
something that is not only uncertain but also complex 
(Sepulveda et al., 2007). The concept of type-2 fuzzy 
sets has thus been proposed by Zadeh (1975), which 
may better handle linguistic uncertainties in complex 
situations. A type-2 fuzzy set can be defined by a fuzzy 
membership function, the grade (fuzzy grade) of which is 
taken to be a fuzzy set in the unit interval (0, 1) rather 
than a point in the unit interval (0, 1) (Mizumoto and 
Tanaka, 1981). The interval-valued fuzzy numbers 
(IVFNs) were defined from type-2 fuzzy sets by Zadeh 
(1975) and Sambuc (1975) and have been popularly 
adopted for handling subjective uncertainties arising from 
incomplete or imprecise information. Some researchers 
have applied fuzzy sets in risk management (Schmucker, 
1984; García et al., 1992). IVFNs may also be applied to 
deal with risk management problems. Chen and Chen 
(2008) and Wei and Chen (2009) proposed methods to 
deal with risk management problems based on IVFNs. 
Because uncertainty is an attribute of information (Zadeh, 
2005), it appears to be a more applicable method for 
health-care organizations to handle such variable and 
uncertain factors in risk management by using IVFNs.  

In fuzzy set theory, an expert often find it difficult to 
identify the opinion as a number in interval (0, 1). There-
fore, to represent the degree of certainty of opinions by 
an interval is more proper for the real world that is the 
characteristic of IVFNs. According  to  the  aformentioned  
 

 
 
 
 
reason, we analyzed the organization risk to patient 
safety based on IVFNs in this study. Simultaneously, we 
used the TOPSIS (technique for order preference by 
similarity to ideal solution) approach developed by Hwang 
and Yoon (1981), a widely used multiple-attribute 
decision-making method. The basic concept of TOPSIS 
is that the chosen alternative should have the shortest 
distance from the positive-ideal solution and the farthest 
distance from the negative-ideal solution. To measure the 
risk of alternatives, we use TOPSIS to compare it with the 
smallest risk (positive-ideal solution) and the largest risk 
(the negative-ideal solution). Rather than measuring the 
distance between the alternatives and the positive/ 
negative ideal solution, we measured the similarity 
between the IVFNs of the risks of alternatives and the 
least risk (the positive ideal solution) and the greatest risk 
(the negative ideal solution), which can lead to more 
intuitive results than measuring the distance. 

This paper is organized as follows; In the preliminaries, 
we briefly review the basic concepts of IVFNs (Chen, 
2006; Wang and Li, 1998) and their arithmetic operations 
(Wei and Chen, 2009; Chen, 1995). We also briefly 
review some existing similarity measures of fuzzy 
numbers and IVFNs, followed by, proposing a new risk 
management method to solve risk-analysis problems 
between IVFNs using a TOPSIS approach combined with 
a similarity measure. We then, apply the proposed 
method to evaluate the patient safety risks when im-
proving problems in health-care organizations and finally 
conclusions are drawn. 
 
 
Preliminaries 
 
In the following, we briefly review some basic concepts of 
IVFNs and their arithmetic operations.  
 
 

IVFNs and their arithmetic operations  
 

Wang and Li (1998) defined IVFNs and gave them 

extended operations. From Chen (2006), the IVFN 
%%,A  as 

shown in Figure 1, can be represented by

( ) ( )L L L L L U U U U U
1 2 3 4 1 2 3 4,   = , , , ; , , , , ;L U

A A
A A A a a a a w a a a a w   =

     % %% %

% % %% % % , 

where L L L
1 2 3a a a≤ ≤ L

4 ,a≤  U U U U
1 2 3 4 ,a a a a≤ ≤ ≤  LA%%

denotes the lower IVFN, UA%%  denotes the upper IVFN, 
and L U.A A⊂% %% %  

Assume that there are two IVFNs A%%  andB%% , where; 

 

A%%  = [ L U, A A% %% % ] = ( ) ( )L L L L L U U U U U
1 2 3 4 1 2 3 4, ,  ,  ; , ,  ,  ,  ; 

A A
a a a a w a a a a w 

 % %% %
, and ( ) (L U L L L L

1 2 3 4= , = ,  ,  ,  ;B B B b b b b


% % %% % %   

) ( )L U U U U U
1 2 3 4, ,  ,  ,  ; 

B B
w b b b b w 

% %% %
 , L U0 1,

A A
w w≤ ≤ ≤% %% %

 L U,A A⊂% %% %     L U0 1,
B B

w w≤ ≤ ≤% %% %
 and L U  B B⊂% %% % . 
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Figure 1. An interval-valued trapezoidal fuzzy number. 

The arithmetic operations between IVFNs A%%  and B%%  are  
 

1.IVFNs addition : 
 

 

given in Chen (1995) and Wei and Chen (2009) as follows: 
 

 

                    

( ) ( )L L L L L U U U U U
1 2 3 4 1 2 3 4

L L L L L U U U U U
1 2 3 4 1 2 3 4

L L L L L L L L L
1 1 2 2 3 3 4 4

 = ,  ,  ,  ; , ,  ,  ,  ; 

              ( ,  ,  ,  ; ), ( ,  ,  ,  ; )

           = + , + ,  + ,  + ; min , 

A A

B B

A

A B a a a a w a a a a w

b b b b w b b b b w

a b a b a b a b w

 ⊕ ⊕
 

 
 

% %% %

% %% %

%%

% %% %

( )( )
( )( )

L

U U U U U U U U U U
1 1 2 2 3 3 4 4

, 

               + , + ,  + ,  + ; min , 

B

A B

w

a b a b a b a b w w







%%

% %% %

                (1) 

2. IVFNs subtraction ⊝: 

                     A%% ⊝ ( ) ( )L L L L L U U U U U
1 2 3 4 1 2 3 4 = ,  ,  ,  ; , ,  ,  ,  ; 

A A
B a a a a w a a a a w 

 % %% %

%% ⊝ 

                 

( ) ( )
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( )( )
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U U U U U U U U U U
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   ,  ,  ,  ; , ,  ,  ,  ; 
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B B

A B

A B

b b b b w b b b b w

a b a b a b a b w w

a b a b a b a b w w

 
 


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
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% %% %

% %% %
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                                      (2

3.  IVFNs multiplication : 

                       

( ) ( )
( ) ( )

L L L L L U U U U U
1 2 3 4 1 2 3 4

L L L L L U U U U U
1 2 3 4 1 2 3 4

L L L L L L L L L
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 = ,  ,  ,  ; , ,  ,  ,  ;  

              ,  ,  ,  ; , ,  ,  ,  ; 
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A A

B B

A

A B a a a a w a a a a w

b b b b w b b b b w
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 

 
 

× × × ×
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% %% %

% %% %
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( )( )
( )( )

L

U U U U U U U U U U
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                ,  ,  ,  ; min , 

B

A B
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                  (3)

⊕
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4. IVFNs division : 

               (4)

           

where     
 
  

U=x ( ) ( ) ( )U L L U Umin , =max , =max ,U y U y U
L L" - "U x  

denotes excluding the element Lx  from the set LU , 
U U" - "U x  denotes excluding the element Ux  from the set 

UU , L L" - "U y  denotes excluding the element Ly  from 

the set LU , and U U" - "U y  denotes excluding the 

element Uy  from the set UU . 
 
 
A review of similarity measures between fuzzy 
numbers  
 
Several methods of similarity measure between fuzzy 
numbers have been presented in fuzzy-theory literature. 
Pappis and Karacapilidis (1995) presented a grade for 
the similarity of two fuzzy sets and gave its properties. 
Wu and Mendel (2009) analyzed five existing similarity 
measures (Bustince, 2000; Gorzalczany, 1987; Mitchell, 
2005; Wu and Mendel, 2008; Zeng and Li, 2006) for type-
2 fuzzy interval sets and proposed a similarity measure 
with a reduced computational complexity. Zhang and 
Zhang (2009) introduced a new definition of an inclusion 
measure: the hybrid monotonic inclusion measure. Chen 
and Chen (2008) proposed a similarity measure for 
calculating the degree of similarity between IVFNs using 
geometric concepts to calculate the center-of-gravity 
(COG) points of the lower and upper fuzzy numbers of 
IVFNs. 

Chen and Chen (2004) proposed a method for 
calculating the degree of similarity between IVFNs based 
on COG points. Here the COG-based similarity measure 

was used to calculate the degree of similarity L L( , )S A B% %% %  

between the lower trapezoidal fuzzy numbers LA%%  and 
LB%%  and the degree of similarity U U( , )S A B% %% %  between the 

upper trapezoidal fuzzy numbers UA%%  and UB%%  of the two 

IVFNs A%%  and B%% . However, the COG-based similarity 
measure used by Chen and Chen (2004) cannot correctly 
handle the similarity measure of two different generalized 
fuzzy numbers that have the same COG points. 
Therefore, Chen (2006) proposed a fuzzy-number simila-
rity measure to overcome this drawback and to present a 
new method to calculate the degree of similarity between 
IVFNs. Wei and Chen (2009) presented a similarity 
measure between IVFNs that combined the concepts of 
the geometric distance, theperimeter, the height and the 
COG points of IVFNs to calculate the degree of similarity 
between IVFNs. They also provided proofs for three 
properties of the proposed similarity measure. Wei and 
Chen’s method (2009) can overcome the drawbacks of 
the existing similarity measures. Here, we briefly describe 
the similarity measure presented by Wei and Chen 
(2009).  
 

Let A%%  and B%%  be two IVFNs, where L U = ,  A A A 
  

% % %% % %  
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First, the areas A( LA%% ), A( UA%% ), A( LB%% ), and A( UB%% ) of 

the lower trapezoidal fuzzy numbers LA%%  and LB%%  and the  

∅
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( ) ( )
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B
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U U x U y U w w


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
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( )
L UL L L U U U

L U L L3 31 2 4 1 2 4
L L L L U U U U
1 2 3 4 1 2 3 4

= , , , , = , , , , =min ,
a aa a a a a a

U U x U
b b b b b b b b

   
   
   



 
 
 
 

upper trapezoidal fuzzy numbers UA%%  and UB%%  are 

calculated, followed by the COG points ( )L L
, ,

A A
x y∗ ∗

% %% %
 

( )∗ ∗
% %% %U U

 , ,
A A

x y  ( ) ( )L L U U
, , , 

B B B B
x y x y∗ ∗ ∗ ∗

% % % %% % % %
 of LA%% , UA%% , LB%%  

and UB%% , respectively. 

Next, the COG points ( , 
A A

x y∗ ∗
% %% %

； , 
B B

x y∗ ∗
% %% %

) of the IVFNs 
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A%%  and B%%  are calculated, followed by the degrees of 

similarity, L L( , )S A B% %% %  and U U( , )S A B% %% % , between the 

lower trapezoidal fuzzy numbers LA%%  and LB%%  and the 

upper trapezoidal fuzzy numbers UA%%  and UB%% , 
respectively. Finally, the degree of similarity between 
IVFNs is calculated as follows: 
 

( ) ( ) ( )
1

1+2L L U U
2U U L L( , )+ ( , )

( , ) = 1- 1- * 1- - - +
2

Ut

A B A B

S A B S A B
S A B x y w w w w

 
 
  

 × ∆ × ∆
  

% % % %% % % %

% % % %% % % %
% %% %     (5) 
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                                                     (7) 
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              (9)   
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            (11) 
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a a b b
u


= 
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≠
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×

≠
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Table 1.  Nine-member linguistic terms and their corresponding interval-valued fuzzy numbers. 
 

Linguistic terms interval-valued trapezoidal fuzzy numbers 

Absolutely low [(0.0, 0.0,0.0, 0.0; 1.0), (0.0, 0.0,0.0, 0.0; 1.0)] 
Very low [(0.0075, 0.0075, 0.015, 0.0525; 0.5), (0.0, 0.0, 0.02, 0.07; 1.0)] 
Low [(0.0875, 0.12, 0.16, 0.1825; 0.5), (0.04, 0.10, 0.18, 0.23; 1.0)] 
Fairly low [(0.2325, 0.255, 0.325, 0.3575; 0.5), (0.17, 0.22, 0.36, 0.42; 1.0)] 
Medium [(0.4025, 0.4525, 0.5375, 0.5675; 0.5), (0.32, 0.41, 0.58, 0.65; 1.0)] 
Fairly high [(0.65, 0.6725, 0.7575, 0.79; 0.5), (0.58, 0.63, 0.80, 0.86; 1.0)] 
High [(0.7825, 0.815, 0.885, 0.9075; 0.5), (0.72, 0.78, 0.92, 0.97; 1.0)] 
Very high [(0.9475, 0.985, 0.9925, 0.9925; 0.5), (0.93, 0.98, 1.0, 1.0; 1.0)] 
Absolutely high [(1.0, 1.0, 1.0, 1.0; 1.0), (1.0, 1.0, 1.0, 1.0; 1.0)] 
Source: Chen and Chen (2008) 

 
 
 

                                                                         (12) 
 

                              (13)

                                (14) 
 

            and [ ]( ,  ) 0,1S A B ∈% %% % .                        (15) 

                                                     
 
 
Wei and Chen (2009) used nine sets of IVFNs to 
compare their results with the earlier methods presented 
by Chen (2006) and Chen and Chen (2004). The results 
from Wei and Chen’s similarity measure coincided with 
human intuition for all of the aforementioned sets, 
whereas seven results among the nine sets differed from 
Chen’s method (2006) and Chen and Chen’s method 
(2004). This outcome indicates that Wei and Chen’s 
method (2009) can overcome the drawbacks of the 
earlier methods. 
 
 
Risk management method for patient safety 
 
In this section, we use the TOPSIS approach and Wei 
and Chen’s (2009) similarity measure method to solve a 
patient safety risk management problem in a health-care 
organization. Assume that there are n alternatives: 

. Each alternative has sub risks 

and  Decision makers 
are concerned not only with the severity of loss but also 
the probability of failure; thus, the integrated risk of each 
alternative is composed of these two sub risk factors. We 
used a nine-member linguistic term set, shown in Table 1,  

to represent the linguistic terms and their corresponding 
IVFNs.  

The algorithm of the proposed risk management 
method is presented in the following paragraphs. Based 
on the IVFN arithmetic operations, we first integrate the 

linguistic values 
%%

ijW
 

 

( ( ) (L L L L L U U
1 2 3 4 1 2= , , , ; , , ,

ij
ij ij ij ij ij ij ijW

W w w w w w w w


%%

%%

)U U U
3 4, ; 

ij
ij ij W

w w w 
 

%%

 
for the severity of loss and the values 

ijP%%
 

 

( ) ( )  
    

% %% %

%% L L L L L U U U U U
1 2 3 4 1 2 3 4= , , , ; , , , , ; 

ij ij
ij ij ij ij ij ij ij ij ijP P

P p p p p w p p p p w

  
 
for the probability of failure to obtain the integrated sub 

risk ijR%%  of each alternative, respectively, which can be 

calculated as follows and explained in Figure 2: 

L L

L L L 2 2 L L 2 2 L L L L
1 2 3 4 3 2 4 1( ) = ( - ) + + ( - ) + +( - )+( - ) ,

A A
L A a a w a a w a a a a

% %% %
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B B
L B b b w b b w b b b b

% %% %
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U U

U U U 2 2 U U 2 2 U U U U
1 2 3 4 3 2 4 1( ) = ( - ) + + ( - ) + +( - )+( - ) ,

A A
L A a a w a a w a a a a% %% %

%%

U U

U U U 2 2 U U 2 2 U U U U
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Figure 2.  Structure of integration in each sub risk. 
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Figure 3.  Structure of modifying the importance of each subrisk. 
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Figure 4.  Structure of integrating the risk of each alternative. 
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Figure 5.  Structure of similarity degree between each alternative and the ideal solution. 
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Now, we can calculate the  COG  points  ( ), 
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risk of the negative ideal alternative, _R%% . 
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                (55) 
 

                (56) 
 
 

U( )iL R%%  is calculated from Equation (31). 

We showed the structure of calculations in the similarity 
degree between IVFNs of risks in each alternative and 
the negative-ideal solution in Figure 6. 

We previously obtained the COG points ( )L L, 
i iR R

x y∗ ∗
% %% %

, 

( )U U, 
i iR R

x y∗ ∗
% %% %

 of L
iR%%  and U

iR%%  from Equations. (33) to (36).  

 

Next, we calculate the COG points ( )_L _L
, 

R R
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% %% %
 and 

( )_U _U
, 

R R
x y∗ ∗

% %% %
 of _LR%%  and _UR%% , respectively, as follows: 
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Now, we can calculate the COG points ( ), 
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 of  the  IVFN  iR%%   was  calculated  
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of the IVFN _R%%  is calculated as follows: 
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Figure 6.  Structure of similarity degree between each alternative and the negative-ideal solution. 
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       (64) 
 
Finally, we calculate the relative closeness to the positive 

ideal solution. The relative closeness  of  with 

respect to  is defined as follows: 

                                                                              
                                                                               (65) 
A set of alternatives can now be preference ranked in 

descending order of . 
 

The proposed fuzzy risk-analysis algorithm steps are 
as follows: 

Step 1: Integrate the linguistic values  of the severity 

of loss and the linguistic values  of the probability of 

failure to obtain the IVFNs of the sub risk  of each 
alternative (formula (16)). 

Step 2: Modify the linguistic values  of importance in 

each risk ijR  to jω%%  (Equation 17). 

Step 3: Integrate the sub risk ijR%%  and importance jω%%  of 

each alternative (Equation18). 
Step 4. Use the proposed similarity measure to evaluate 

the degrees of similarity between the IVFNs of iR%%  and 

the risk of the ideal alternative R∗%%  (Equations 19 to 46). 
Step 5: Use the proposed similarity measure to evaluate 

the degrees of similarity between the IVFNs of iR%%  and 

the risk of the negative ideal alternative  (Equations 
47 to 64). 
Step 6: Calculate the relative closeness to the ideal 
solution (Equation 65). 
Step 7: Rank the preference order (Figure 7). 
 
 
Illustration of the proposed method for improving 
patient safety 

 
Illustration of the proposed method 
 
Giraud  et  al.  (1993)  found  that  44%  of  all   iatrogenic  

complications in their study were associated with either 
human errors (insufficient surveillance, inadequate 
experience) or equipment-related problems (equipment 
failure, inadequate equipment). A human error was 
defined as a deviation from standard conduct, as well as 
addition or omission of actions related to standard 
operational instructions or routines of the unit (Donchin et 
al., 1995). Verbano and Turra (2010) also mentioned that 
organizations in the healthcare sector acknowledged the 
fact that human errors must be managed and controlled. 
However, several studies identified that nurse/patient 
ratios have an impact on adverse outcomes, task com-
pletion, medication errors, falls and staff retention and 
costs (Borden and Lang, 2001; Hegney et al., 2003; 
Sasicbay-Akkadechannunt et al., 2003; Dunton et al., 
2004; Person et al., 2004; Philbrook, 2004; Sochalski, 
2004). Because the workload per nurse may decrease as 
overall staffing size increases, a large staff is likely to 
have a reduced workload and therefore reduced nursing 
time pressure (Teng et al., 2010). 

Patient safety is also affected by the work environment. 
In the matter of employee well-being, recent studies of 
the quality of working life have been carried out to 
measure job stress, job dissatisfaction, and burnout 
experienced by the professionals working in a health-care 
organization (Richard et al., 2010). Time was not the only 
factor when nurses were stressed; it was also important 
how other coworkers reacted. Nurses were preoccupied 
with their relationship to other professionals and how this 
could have a negative effect on their work. The negative 
effects identified in the study of Berland et al. (2008) were 
as follows: a lack of concentration, interrupted thought 
processes, energy not being used constructively, an 
increase in errors, lack of time for equipment mainte-
nance, insecurity, an inability to act, and verbal abuse. 
Therefore, a good relationship with other professionals 
was felt to be important for patient safety. In a demanding 
work environment, such as in caring for critically ill 
patients, participation in decisions and support from 
colleagues can have a very positive effect on patient 
safety (Berland et al., 2008). Therefore, providing a 
pleasant work environment may improve the relationships 
between nurses and other professionals and may 
positively influence patient safety. 

Risk management is primarily concerned with protec-
ting an institution from financial losses from malpractice 
claims, as well as protecting professionals from the stress 
and disruption that result from the litigation process 
(Bower, 2002). To decrease the possibility of litigation, 
risk management focuses on maintaining minimum 
standards. Risk managers want to make sure that the 
standard   of   care   is   followed   and   that    health-care 
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Figure 7.  Structure of the proposed risk-analysis steps. 
 
 
 
providers obtain informed consent, document thoroughly, 
communicate clearly and act in compliance with regularity 
and accreditation (Bower, 2002). Some researchers also 
found that patient safety should be integrated into the 
quality management system (Makai et al., 2009; 
Auerbach et al., 2007; Brennan et al., 2005). Quality ma-
nagement systems are defined as all processes that have 
been explicitly designed to monitor, assess and improve 
the quality of care (Makai et al., 2009). Kalra (2004) 
suggested that adopting intelligent systems approaches 
to promote efficiency and enhancing team coordination to 
facilitate optimal outcomes in patient care is a necessity. 
Here, we provide three alternatives ( 1 2 3,  and A A A ) to 

illustrate the risk management process of the proposed 
method in a health-care organization to improve patient 
safety. Assume that there is a hospital H whose 
management found that several medical errors that  were  

harmful to patients were continuously happening in this 
organization. The management wants to improve the 
quality and safety of care provided to patients. After 
considering the causes of the patient safety problem 
described in the literature hospital H identified several 
alternatives to improve patient safety. However, the 
alternatives could not be executed completely because 
the budget was limited. The management in hospital H 
decided to chose the alternative that had the lowest risk 
to be the first alternative implemented to improve patient 
safety. The first alternative ( 1A ) is to hire more nurses to 

reduce the workload and to simultaneously provide 
periodical training. The second alternative ( 2A ) is to build 

a lounge for employees and to improve employee well-
being. The third alternative ( 3A ) is to establish a risk 

management unit overseeing regularity and  accreditation  
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Table 1.  Nine-member linguistic terms and their corresponding interval-valued fuzzy numbers. 
 

Linguistic terms interval-valued trapezoidal fuzzy numbers 

Absolutely low [(0.0, 0.0,0.0, 0.0; 1.0), (0.0, 0.0,0.0, 0.0; 1.0)] 
Very low [(0.0075, 0.0075, 0.015, 0.0525; 0.5), (0.0, 0.0, 0.02, 0.07; 1.0)] 
Low [(0.0875, 0.12, 0.16, 0.1825; 0.5), (0.04, 0.10, 0.18, 0.23; 1.0)] 
Fairly low [(0.2325, 0.255, 0.325, 0.3575; 0.5), (0.17, 0.22, 0.36, 0.42; 1.0)] 
Medium [(0.4025, 0.4525, 0.5375, 0.5675; 0.5), (0.32, 0.41, 0.58, 0.65; 1.0)] 
Fairly high [(0.65, 0.6725, 0.7575, 0.79; 0.5), (0.58, 0.63, 0.80, 0.86; 1.0)] 
High [(0.7825, 0.815, 0.885, 0.9075; 0.5), (0.72, 0.78, 0.92, 0.97; 1.0)] 
Very high [(0.9475, 0.985, 0.9925, 0.9925; 0.5), (0.93, 0.98, 1.0, 1.0; 1.0)] 
Absolutely high [(1.0, 1.0, 1.0, 1.0; 1.0), (1.0, 1.0, 1.0, 1.0; 1.0)] 
Source: Chen and Chen (2008) 

 
 
 
compliance for patient safety.  

To analyze the risks, there are two evaluating items 

 and  used to derive the probability of failure  

of the alternative  selected by the hospital, where  

denotes the severity of loss of alternative  in sub risk 

,  denotes the probability of failure of alternative 

 in sub risk , and  denotes the importance of 

sub risk , , . We use the  linguistic  
 
 

term set shown in Table 1 to represent the linguistic terms  
and their corresponding IVFNs. The linguistic values 

evaluating items  and  of alternative  and the 

importance of sub risk  are shown in Table 2. In the 
following, we use the proposed algorithm to solve the risk 
management problem. 
 
 
Step 1  
 

Based on Equation (15), we integrate the evaluating 

items  and  of alternative  as follows: 

( ) ( )  
%%

22= 0.0352, 0.0543, 0.086, 0.1036; 0.5 , 0.0128, 0.041, 0.1044, 0.1495; 1.0R

 
 
 
Step 2 
 
Based on Equations (17) and (4), we modify the 

importance  of each sub risk  to : 
 

( ) ( )ω   
%%

1= 0.5, 0.5, 0.5, 0.5; 0.5 , 0.5, 0.5, 0.5, 0.5; 0.5  

 
 

( ) ( )ω   
%%

2= 0.5, 0.5, 0.5, 0.5; 0.5 , 0.5, 0.5, 0.5, 0.5; 0.5  

 
 
Step 3 
 

Based on Equation (18), we calculate the risk 
iR%%  as 

follows:

ijW%% ijP%% ijR%%

iA ijW%%

iA

ijR%% ijP%%

iA ijR%% jϖ%%

ijR%% 1 3i≤ ≤ 1 2j≤ ≤
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iA
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ijW%% ijP%%
iA

( ) ( )
11 11 11= 

     = 0.0685, 0.0978, 0.1416, 0.1656; 0.5 , 0.0288, 0.078, 0.1656, 0.2231; 1.0

R W P⊗
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% % %% % %

( ) ( )12= 0.162, 0.2048, 0.2889, 0.3221; 0.5 , 0.1024, 0.1681, 0.3364, 0.4225; 1.0R   
%%

( ) ( )21= 0.0352, 0.0543, 0.086, 0.1036; 0.5 , 0.0128, 0.041, 0.1044, 0.1495; 1.0R   
%%

( ) ( )31= 0.0203, 0.0306, 0.052, 0.0652; 0.5 , 0.0068, 0.022, 0.0648, 0.0966; 1.0R   
%%

( ) ( )32= 0.0352, 0.0543, 0.086, 0.1036; 0.5 , 0.0128, 0.041, 0.1044, 0.1495; 1.0R   
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Table 2. Linguistic values for evaluating the risks for the alternatives to improving patient safety. 
 

Items 
Financial risk Operating risk 

Linguistic values of the 
severity of loss 

Linguistic values of the 
probability of failure 

Linguistic values of the 
severity of loss 

Linguistic values of the 
probability of failure 

1A  
11W%% = high 11P%% = low 12W%% = medium 12P%% = medium 

2A  
21W%% = low 21P%% = medium 22W%% = low 22P%% = medium 

3A  
31W%% = fairly low 31P%% = low 32W%% = medium 32P%% = low 

ϖ  
1ϖ%% = high 2ϖ%% = high 

 
 
 

( ) ( )
( ) ( )

ω ω= ⊗ ⊕ ⊗

 =  

% % %% % %% %% %
1 11 1 12 2

   0.1153, 0.1513, 0.2153, 0.2439; 0.5 , 0.0656, 0.1231, 0.251, 0.3229; 1.0

R R R

 

( ) ( )  
%%

3R = 0.0278, 0.0425, 0.069, 0.0844; 0.5 , 0.0098, 0.0315, 0.0846, 0.1231; 1.0  

 
Step 4 
  
Based on Equations (19) to (46), we use the proposed 
similarity measure to evaluate the degrees of similarity 

between the IVFNs of  and the risk of the positive 

ideal alternative , respectively. The results are as 
follows: 
 

∗ ∗ ∗% % % % % %% % % % % %
1 2 3( , ) =0.5894 ; ( , ) =0.6806 ; ( , ) =0.6933S R R S R R S R R  

 
 
Step 5  
 
Based on Equations (47) to (64), use the proposed 
similarity measure to evaluate the degrees of similarity 

between the IVFNs of  and the risk of the negative 

ideal alternative . The results are as follows: 
% % % % % %% % % % % %_ _ _

1 2 3( , ) =1356 ; ( , ) =0.0547 ; ( , ) =0.0442S R R S R R S R R  
 
 
Step 6  
 
Calculate the relative closeness to the ideal solution. 

1* 2* 3*=0.8129 ; =0.9256 ; =0.9400C C C  
 
 
Step 7 
 
Rank the preference order. According to  the  descending  

order of the  values, the preference order is: 

. 
Without a doubt, hospital H will be a health care 

organization with a high level of quality in patient safety if 
all feasible alternatives are implemented by the manage-
ment. According to the limited budget, in the above risk 
management method for a health care organization 
focusing on patient safety, we found that the alternative 

 resulting in the lowest risk to hospital H from among 
the alternatives. To improve patient safety and lower 
management risk, hospital H should first  
 
establish a risk management unit overseeing regularity 
and accreditation compliance for patient safety. If there is 
remaining money in the budget after executing alternative

, the management of hospital H should consider 

implementing alternative . Using the proposed method, 
management can easily choose the alternative most 
appropriate for their organization’s situation using their 
own opinions of the risk in linguistic terms. 
 
 
A comparison of the relative closeness to the ideal  
solution 
 
In this section, we use interval valued trapezoidal fuzzy 
numbers of these three alternatives to compare the 
calculation results of the proposed method with the 
TOPSIS method by calculating distance.  Table  3  shows  

( ) ( )  
%%

2R = 0.0352, 0.0544, 0.086, 0.1036; 0.5 , 0.0128, 0.041, 0.1044, 0.1496; 1.0
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Table 3. Comparison of the closeness calculation results of the proposed method and the existing TOPSIS 
method by calculating distance. 
 

             Methods 
Alternatives 

TOPSIS method by calculating distance The proposed method 

A1 0.7595 0.8129 
A2 0.8214 0.9256 
A3 0.8272 0.9400 

 
 
 
the comparisons. From Table 3, we can see the relative 
closeness of A2 and A3 resulting from TOPSIS method by 
calculating distance are too close to be the basis of 
judgment by the decision maker. Decision makers maybe 
difficult to identified if A3 is really better than A2. However, 
based on the proposed method, we can see that A3 is 
better than A2 clearly.  

As we mentioned in the preliminaries, even with the 
same distance between IVFNs, the IVFNs may have 
different shapes or directions, and that also lead the 
different closeness. In summary, we can see that the pro-
posed method can overcome the drawbacks of the 
TOPSIS method by calculating distance. 
 
 
Conclusion 
 
In this study, we used the TOPSIS approach to manage 
the risk of a health-care organization in the IVFN environ-
ment while improving patient safety. The proposed 
method can overcome the drawbacks of the existing 
TOPSIS method by calculating distance of IVFNs. 
Simultaneously, rather than measuring the risk in terms of 
individual patients, we measured the risks in the health 
care organizations. Considering the communication 
patterns, we used linguistic terms to represent their cor-
responding IVFNs because IVFNs are more appropriate 
for expert opinions in some complex situations. Generally, 
the risk of patient safety is affected by several factors, 
such as health care providers (nurses and others), 
equipment and the quality management system. These 
have been discussed in the literature in the past several 
decades. However, because of cost limitations, it may not 
be possible to take action to simultaneously improve all of 
the factors that will affect patient safety. The health care 
organization should consider the decision making risk 
while reducing the patient safety risk. The proposed 
method provides a useful way for decision makers in 
health care organizations to handle risks in a variable, 
complex and uncertain environment. Moreover, it may 
reduce the cost to the organization in determining these 
risks. 
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