Revisiting higher education data analysis: A Bayesian perspective
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There has been an increasing interest by the educationists and policy makers alike on the delivery and working of educational system at all levels. Despite the extensive attention devoted to the empirical analysis of the data, most of the statistical techniques used in evaluating the data do not take account the qualitative nature of the data. The solicitation of expert’s opinion and dealing with subjective probabilities are dealt with in a very limited way for analyzing educational data through Bayesian approach unlike other areas like industry and management. In this paper an attempt has been made to outline the advantages of the Bayesian approach for analyzing uncertainties involved in education data management that could be more appropriate for academic planning. The scheme has been well tested and exemplified through University student’s enrollment data to underline procedure and relevance of Bayesian scheme in a multiple regression model.
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INTRODUCTION

In most recent times, higher educational institutions are not only limited to education delivery but they have to emphasize on financing and management including access, relevance, values and ethics, quality education and assessment and marketing. In addition, educational institutes are also subject to the vagaries of market forces due to stiff competition and demanding customers like students and corporate. Also, an institution must decide how to utilize the available resources to best achieve their goals and objectives in terms of creating a demand for a good service, attract students, awareness of the available products, and marketing the targeted potential customers. The challenges faced by the administrators include recruitment of students with certain characteristics such as academic ability, ethnic diversity, and qualifying status of the enrolling student community. These types of goals are increasingly difficult to achieve in recent times as the growing competitiveness among institutions, possibilities of creating diversified inter-disciplinary courses and growing demands of the student’s perception about job market. In achieving the goals of present day education system, it becomes imperative to learn from the past, understand the present status, and make decisions based on reasonable prediction or forecasting of future events.

Therefore, a data driven analysis together with elicited expert’s opinion is required for the best use of resources in order to realize the goals. A growing realization of the need to examine data pertains to educational and pedagogical system in greater detail has been identified. In recent times, there has been a dramatic upsurge in the collection and use of educational data which provides ample scope of modeling with the available large scale inter dependent data and the research has been directed towards similar technologies (Giesbers et al., 2007; Daphne et al., 2009; Johnson et al., 2009).

Baker and Yacef (2009) have reviewed the history and current trends in educational data mining and have discussed the increased emphasis on prediction, the emergence of work using existing models to make
scientific discoveries. Romero and Ventura (2007) have identified that the educational data mining as a young research area and emphasized the necessity for more specialized and oriented work on educational domain in order to obtain successful applications.

The evaluation of teaching in education management has been considered as more relevant measure in most of the policy making decisions involving faculties such as promotion, salary etc. In many cases, examination results have been analyzed periodically by the education administrators (Goldstein et al., 1993; Ramaswami and Bhaskaran, 2010) and the outcomes could be associated in evaluating teaching effectiveness and performance.

Vialardi et al. (2009) have analyzed data pertain to course enrollment taking into account of academic performances and similar characteristics and have made recommendations to support students in their choice of appropriate courses. Predictive models for performance of students (Bekele and Menzel, 2005; Hien and Haddway, 2007) based on student’s perception have been discussed in the literature. In Bayesian perspective, Zwick (1993) has analyzed the factors to predict the first-year average and final grade-point average in research programs.

However, the implications of non-inclusion of many factors involved in analyzing overall parameters could lead to a misconception while interpreting the results. It has been observed that an appropriate method that could incorporate subjective nature of the available information in educational data would be an added advantage in dealing with the uncertainties involved in these processes. A typical Bayesian analysis would be more relevant and need for such data analysis through a properly devised set of priors in the form of suitable and plausible probability distributions.

The purpose of this paper is to outline the advantages of the Bayesian approach for analyzing uncertainties involved and to incorporate the elicited information with available data that could be more appropriate in analyzing education management objectives. More specifically, one of the advantages of Bayesian analysis in terms of incorporating available evidence and opinion (Spiegelhalter, 2004) has been investigated. The subtle yet important difference between the two paradigms of statistics has been extensively used in terms of reasonable prior elicitation, efficient way of data handling, and the interpretation of statistical results to suit the multifaceted education administrative goals. This provides an ample scope to envisage a detailed statistical analysis which exploits the background information together with sample data. The study makes an attempt with a predictive model approach using regression analysis for the enrollment data that include factors such as qualification, gender obtained from the department of statistics, University of Madras, Chennai, India. Model parameters have been estimated in the light of information borrowed from the opinions of experienced department resources, the pattern of student’s admissions over the period, and the present enrollment data.

**BAYESIAN STATISTICS**

The Bayesian methods essentially do not make distinction between model parameter (θ) and data (x). Both are considered as random variables so that ‘data’ are observed variables and ‘parameters’ are unobserved variables.

The main aim of Bayesian inference is to calculate the posterior distribution of the parameters, which is the conditional distribution of parameters given the data. The uncertainty on the parameter θ could be modeled through a probability distribution π, called prior distribution. The inference is then based on the distribution of θ conditional on x, p(θ|x) called posterior distribution obtained using Bayes' theorem.

Hence, the mechanism of the Bayesian approach to make inference consists of three basic steps; (i) assign priors to all unknown parameters, (ii) define the likelihood of the data given the parameters and (iii) determine the posterior distribution of the parameters given the data using Bayes' theorem. The first step remains a major stumbling block in the Bayesian process. The usual questions being raised are defining suitable models and constructing appropriate probability specifications.

The advent of computers and proved techniques available for computing the conditional probability distribution and in evaluating the model, answers the questions raised earlier to a greater degree. In particular, the much feared dependence of conclusions on subjective, prior distribution could also be examined and explored. The ability to include prior information in the model is not only an attractive pragmatic feature of the Bayesian approach and is theoretically vital for a guaranteed coherent inference.

The way of expressing the beliefs about θ is by taking into accounts both prior beliefs and the data. Though the prior beliefs may differ, there may be a common agreement on the way in which the data are related to θ. This eventually reflect in posterior but will turn out that if enough data is collected, then the posteriors will usually become very close and then Bayes theorem encapsulates the technical core of Bayesian inference.

However, practical problems in statistics include several parameters of interest and conclusions will often be drawn on one or more parameters at a time. Continuing advances in computing mean that many analyses previously considered computationally hopeless can be handled quite easily, even without access to large mainframe computers. Monte Carlo methods are ideally suited for the task of passing many models over one data set in Bayesian methods. Practitioners are increasingly turning to Bayesian methods for the analysis of
complicated statistical models and this move seems due in large part to the advent of inexpensive high speed computers and rapid development of stochastic integration methodology, especially Markov chain Monte Carlo (MCMC) approaches such as Gibbs sampler (Gelman and Rubin, 1996; Hobbs, 1997; Gelman et al., 2003; Dongen, 2006).

In this paper, a reasonable elicitation process has been attempted to understand the student’s enrollment and admission process in the statistics department, University of Madras, India and subsequently subjective priors are assigned for the parameters in the predictive model. This elicitation of opinion is an important and crucial step for making subjective Bayesian inference and computations for obtaining posterior summary have been implemented with open source software WinBUGS that could be accessed from http://www.mrc-bsu.cam.ac.uk/bugs/winbugs/contents.shtml.

MATERIALS AND METHODS

The study makes use of enrollment data available with the department of statistics, University of Madras, India which offers post graduate programs in statistics and actuarial science. The eligibility criteria for admission into statistics program includes the under graduate degrees in mathematics, statistics or three degree course with at least mathematics or statistics as one of the subjects; and for program on actuarial science, any degree with 85% marks in school completion mathematics course.

The admission process includes scrutinizing the qualification criteria eligibility for each of the applicant, entrance examination on specific topics of mathematics and statistics and ranking the applications based on the cumulative score of both entrance and qualifying examinations adhering the government norms and guidelines for admission in to any academic programs.

However, the performance in the entrance examination could highly be influenced by the qualification attributes like consolidated marks and the nature of the basic degree of the applicants. Added to these, gender of the candidates has been considered for the analysis as this would also have role to play in the seat sharing matrix. This factor inclusion needs a careful intervention with the department authorities to understand the trend in enrollment data over the years that could be more essential and reasonable in any Bayesian analysis.

The initial data analysis with the enrollment data of the academic year 2010 to 2011 indicates the demographic details of the applicants and the details may not be so essential to include in this paper. Subsequently the entrance examination performance has also been analyzed to understand more critically whether the academic output expected from the small and medium scale enterprises (SMEs) have some correlation with the marks obtained by the applicants. This way of extracting information is quite meaningful in constructing plausible priors in to the analysis that could incorporate the beliefs or opinions of domain and subject matter experts. Table 2 provides a sample of analysis yet more important indicator for identifying the perception for setting questions in such a competitive examination.

From Table 2, it could be observed that the nature of each topic and the base set by the SMEs are reflected to a better extent; that is, more evident in the result which deals with questions to test the ability of data interpretation skills with lesser mathematical details. This would enable to understand the performance trait of students who have the aspiration to join in the respective courses; however, beyond such summary statistics, the information acquired will be more essential to strengthen the general beliefs about the system. Such accrued knowledge of expert’s opinion is particularly interesting and offers useful information to others and the present analysis exploits to the application of multiple linear regression model.

A multiple regression is a statistical technique that might describe and model the relationship between variables that involves more than one regressor and a response variable and the general mathematical form the model is

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_k x_k + \varepsilon \]

Where \( y \) denotes the response, \( x_i \) denotes the regressors and an error term \( \varepsilon \) which is generally assumed as a random variable with mean 0 and variance \( \sigma^2 \). The term linear is used to indicate a linear function of the unknown parameters \( \beta_i \)’s and Gelman and Hill (2007) provides details of linear regression analysis including Bayesian estimators.

In general, the prior information about \( \beta_i \)’s could be described by \( p \)-variate \((p = k + 1)\) normal distribution with a mean vector and a covariance matrix and this could be mostly act as a vague prior. However, if the data analyst could make explicit statements about the form of the priors for \( \beta_i \)’s then the statistics involved in the analysis could easily be understood and this is possible when the meaning of \( \beta_i \)’s clearly defined. Such non-informative or mathematically tractable conjugate priors may not completely represent the background information pertain to the domain of investigation and the background information and /or expert’s opinion could suitably be postulated as plausible prior distribution.

The explicit form of the regression model used in this analysis involve regressors related to educational indicator variables such as qualification mark (Q), gender (G) of the applicants and the type of the qualifying degree. Of these, Q is the marks in their undergraduate programs and calculated as percentage; G is a categorical variable with two levels boys and girls; qualifying degree (D) is also categorical with four levels: maths major (M), statistics major (S), three major (T), and any other (O) programs such as commerce with actuarial specialization, or engineering faculties; scores of entrance examination (E) is considered as response variable.

The underlying model would be \( E \sim \text{normal}(\mu, \sigma^2) \) and \( \mu = \beta_0 + \beta_Q Q + \beta_G G + \beta_M M + \beta_S S + \beta_T T \) with reasonable priors for \( \beta_i \)'s. The present study has incorporated the meaning of parameters \( \beta_i \)’s in the view of overall admission pattern over a period, the general impact of qualifying degree and gender in the performance of entrance examination, in the process of estimating the parameters \( \beta_i \)’s. Hence, before constructing the priors for the Bayesian analysis, it would be necessary to understand the data handling for two categorical variables G and D to account for the effect that the variables may have on the response. This is done by the use of indicator variables as 0 and 1 to identify the gender of the applicant as a girl or a boy respectively. Similarly the four levels of factor D can be modeled by three indicator variables M, S, and T, are shown in Table 1.

Thus, \( \beta_Q, \beta_M \) and \( \beta_S \) measures the effect of maths major, statistics major, and three major type of qualifying degrees respectively, compared to other faculties as these three major play significant roles in the course curriculum than the rest. Other effects such as the relative effect of maths major compared to statistics major can also be derived by making a direct comparison of the corresponding \( \beta_i \)’s and similar interpretation could be applied to \( \beta_T \), which measures the effect of the performance traits based on gender.

In view of the above meaning and the mathematical structure of the model, the absence of qualification marks for a girl student
Table 1. Four levels of factor D modeled by three variables M, S, and T.

<table>
<thead>
<tr>
<th>Type of Degree</th>
<th>M</th>
<th>S</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Maths major</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Statistics major</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Three major</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Topic wise summary of entrance examination conducted for the admission of two postgraduate courses; statistics (Stat) and actuarial science (Acts).

<table>
<thead>
<tr>
<th>Topic No.</th>
<th>No. of appearance</th>
<th>No. of attempts</th>
<th>No. of correct answers</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>197 218</td>
<td>193 216</td>
<td>92 95</td>
<td>47.67 43.98</td>
</tr>
<tr>
<td>2</td>
<td>192 223</td>
<td>190 220</td>
<td>47 52</td>
<td>24.74 23.64</td>
</tr>
<tr>
<td>3</td>
<td>208 236</td>
<td>203 233</td>
<td>88 104</td>
<td>43.35 44.64</td>
</tr>
<tr>
<td>4</td>
<td>180 234</td>
<td>174 232</td>
<td>46 60</td>
<td>26.44 25.86</td>
</tr>
<tr>
<td>5</td>
<td>203 214</td>
<td>198 213</td>
<td>70 61</td>
<td>35.35 28.64</td>
</tr>
<tr>
<td>6</td>
<td>190 225</td>
<td>185 222</td>
<td>54 63</td>
<td>29.19 28.38</td>
</tr>
</tbody>
</table>

belong to other stream of qualifying degree (all x’s = 0), a non-informative prior could be assigned to the intercept $\beta_0$. Based on a general belief that a positive correlation exist between Q and E, prior to the intercept $\beta_0$, could be considered as normal with mean and variance as $10^{-4}$.

The coefficient $\beta_2$ can be understood as a mean difference of entrance scores between boys ($E_M$) and girls ($E_G$) as $E_M = \beta_0 + \beta_2$ (for boys, $x_2 = 1$ and other x’s = 0) and $E_G = \beta_0$. The background information is effectively used to obtain the prior for $\beta_2$, that on an average girls score are in general higher than that of boys as the department admission in the past few years has been dominated highly by girls; more importantly the admission for the course is solely decided by the top performance of entrance examination and the qualification marks so that the rationale for this belief could be converted in to a plausible prior as normal with a mean of -0.5 and a variance of 1.

Further, $\beta_3$ the coefficient of M, could be considered from the belief that on an average the students from maths group could perform 20% better than other (O) group of students and the scores are measured in percentages the prior for $\beta_3$ has been taken as normal with a mean of 0.2 and a variance of 1. Similar notion could be followed for other two $\beta$’s but the little advantage of three major (which includes maths and statistics) has also been considered so that $\beta_4$ is taken as normal with a mean of 0.2 and a variance 1 and $\beta_5$ has been taken as normal with a mean 0.4 and a variance 1. Also, prior for the variance parameter in the model is a typical inverse-gamma distribution with parameters 1 and 3 (Subbiah et al., 2008).

RESULTS

The flexibility in the inclusion of educational domain details for estimating and interpreting the parameters in the regression model has been identified as strength and the need to apply Bayesian analysis. The analysis that is based on the likelihood function and prior distribution to fit the Bayesian regression model with appropriate priors has been implemented in WinBUGS. The data input and other MCMC requirements have been carried out systematically and the script enabled option in WinBUGS makes the computations relatively easier. The posterior summary for the required parameters are presented in Table 3 and in obtaining a $\alpha$-posterior credible interval for a parameter say $\theta$, the interval (LL, UL) has been considered where LL is a $(1 - \alpha)/2$ quantile and UL is a $1 - (1 - \alpha)/2$ quantile for the posterior distribution of $\theta$.

The mean values presented in the table is the corresponding estimated values for the parameters that may be considered as the relative importance in explaining the variation in the response variable viz, entrance examination marks. For example, a negative value for the gender indicates the belief that average score of girls would be higher than that of boys; similarly other parameters with respective estimated values support the prior beliefs except the marginal difference in the comparison among the students of statistics and other faculties of study.

Apart from the listed parameters included in the model, deviance (Observed – Fitted) is also calculated as a part of regression analysis and the extensive results have not been included in Table 3 due to paucity of space. However, the relevant calculation with the deviance has been carried out to have a graphical analysis of residuals to investigate the adequacy of the fit of the regression model and to check the underlying assumptions. In the normal probability plot, only a small departure from normality has been observed that in general do not affect the model greatly and as a test for outliers using inlying score plot indicates no extreme observations in the data.
Table 3. Posterior summary (mean and standard deviation – SD) of the parameters in the linear regression model with lower (LL) and upper (UL) limits of posterior intervals.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mean</th>
<th>SD</th>
<th>LL</th>
<th>UL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-1.143</td>
<td>6.789</td>
<td>-14.43</td>
<td>12.2</td>
</tr>
<tr>
<td>Quantile. Mark</td>
<td>0.4965</td>
<td>0.09675</td>
<td>0.3065</td>
<td>0.6852</td>
</tr>
<tr>
<td>Gender</td>
<td>-0.2198</td>
<td>0.9178</td>
<td>-2.021</td>
<td>1.566</td>
</tr>
<tr>
<td>Maths</td>
<td>0.5285</td>
<td>0.9217</td>
<td>-1.279</td>
<td>2.338</td>
</tr>
<tr>
<td>Statistics</td>
<td>-0.4037</td>
<td>0.9177</td>
<td>-2.2</td>
<td>1.395</td>
</tr>
<tr>
<td>3 Major</td>
<td>0.5281</td>
<td>0.9672</td>
<td>-1.371</td>
<td>2.431</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>103.7</td>
<td>15.82</td>
<td>77.08</td>
<td>138.9</td>
</tr>
</tbody>
</table>

set except for only two values numbered at 7 (E: 50, Q: 52, boy, maths) and 24 (E: 56, Q: 56, girl, statistics).

Also, as one of the essential steps in MCMC, Figure 1 displays the convergence diagnostic graphs to assess whether Markov chain has converged. The kernel density plot for the parameters shows the smooth, unimodal shape of posterior distribution for the parameters. Also, the Gelman-Rubin statistic has been provided as it is widely used recommendations for monitoring convergence of a multiple chains includes the examination of time series graphs of simulated sequences of each parameters of interest (Gelman et al., 2003). The present analysis has used three parallel chains and found that convergence criteria of Gelman-Rubin test value have been satisfied by all the parameters.

Further, the entire data set is divided into two parts based on non-repeated random generator to pick 50% of the observation so that one set is used to fit the model and the other one is considered to validate the model. This yields a very similar estimated values for the parameters as listed in Table 2 and the residual analysis also indicates no deviation in model fit. Also, to study the performance of the method, some Monte Carlo simulation has been carried out to generate 1000 samples from the appropriate underlying distributions to estimate parameters using the Bayesian method and summary of results has shown a reasonable model fit based on the diagnosis methods.

Conclusion

Most of the educational data possess the qualitative nature or perception based information where the opinions are recorded. As illustrative case, the ability and interest of a student on different subject areas could be drawn as meaningful priors for levels of interest combined with the information provided by experts in shaping course choice for the student. This could further be extended to the predictive analysis for the student as a monitoring, preventive and corrective mechanism that would be updated periodically through the performance recorded through their examinations. Also, predictive models could appropriately be constructed for a futuristic plan based on the student’s attitude and characteristics, job market information and potential factors for investment.

Bayesian analysis can effectively use subjective and useful evidence to make and update the information pertaining to educational data. For example, information of expert’s opinion could be built into the Bayesian model to define optimal strategies for education data analysis. Bayesian analysis could also be used to track and quantify additional information that would influence the decisions through properly elicited prior sets. Most of the theoretical work lies in choosing an appropriate prior distribution based on prior information and conditions and obtain a well behaved posterior distribution.

Situations may warrant avoiding theoretical considerations entirely and chose a ‘subjective’ prior distribution representing, at best, the scientific knowledge about the set of uncertain parameters. In practice, however, subjective knowledge is hard to specify precisely, and so it is important to study the sensitivity of posterior inference (Kadane and Wolfson, 1998). Bayesian methods could incorporate diverse sources of information, including subjective opinions, historical observations and model outputs that represent the educational data in a more pragmatic way.

Investigations that incorporate beliefs and expertise together with relevant data do provide meaningful interpretation could be helpful to make reasonable judgments for future academic course of action. Rubin (1983) has pointed out that the role of Bayesians is to think about parametric structure and work towards enhancing model. In this paper an attempt has been made to use the institution enrollment data together with the appropriately derived information from domain experts to perform Bayesian regression analysis. The present work emphasizes the need to device plausible priors for the parameters that directly provide a meaningful interpretation to understand the relevance of educational indicators involved in the study. Many studies have been attempting to determine various factors that affect academic success yet educational data provide plenty of opportunities for effective Bayesian analysis that collaborate experts of
both in statistics and in education management.

Further, data mining has become a handy tool among educational research communities that mainly emphasizes analyzing data based on traditional education systems, web-based courses, learning content management system, school effectiveness, student’s performance and faculty performance evaluation. Hence, there is a need for the research groups to consider the

Figure 1. Diagnostic plots and Gelman – Rubin test for monitoring the convergence for each of the model parameters.
highly subjective but more relevant information available in the educational data and the corresponding analysis and building models.

While data collection through properly framed questionnaires, the elicited expert’s opinion should also be placed in an appropriate method so that conclusions and interpretation of results would lead to more reasonable and pragmatic decisions in education management. The present work could be considered as a necessary extension in an effort to build a model that is more suitable for these classes of data sets and to consolidate various operational components of higher education institutions; for devising more plausible statistical models to analyze and interpret the available data to make relevant decision support systems. Bayesian analysis could be an attractive and a more suitable statistical procedure to classify, analyze and build predictive models based on derived information from suitable sources and appropriately incorporates in the process of educational management data analysis.
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