Different types of learning algorithms of artificial neural network (ANN) models for prediction of gross calorific value (GCV) of coals
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Correlations are very significant from earliest days, in some cases, it is essential as it is difficult to measure the amount directly, and in other cases, it is desirable to ascertain the results with other tests through correlations. Soft computing techniques are now being used as alternative statistical tools, and new techniques such as; artificial neural networks, fuzzy inference systems, genetic algorithms, etc. and their hybrid forms have been employed for developing of the predictive models to estimate the needed parameters, in the recent years. Determination of gross calorific value (GCV) of coals is very important to characterize coal and organic shales; it is difficult, expensive, time consuming and is a destructive analysis. In this paper, use of different learning algorithms of artificial neural networks such as MLP, RBF (exact), RBF (k-means) and RBF (SOM) for prediction of GCV was described. As a result of this paper, all models exhibited high performance for predicting GCV. Although the four different algorithms of ANN have almost the same prediction capability, accuracy of MLP has relatively higher than other models. The use of soft computing techniques will provide new approaches and methodologies in prediction of some parameters in the investigations about the fuels.
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INTRODUCTION

The goal of coal mining is to economically remove coal from the ground. Coal is valued for its energy content, and since the 1880s, it is widely used to generate electricity. Steel and cement industries use coal as a fuel for the extraction of iron from iron ore and also for cement production. Coal mining is one of the most important mining activities in the world and they are found largely in terrestrial areas in different parts of the world (Marschalko, 2008, 2009). Coal is an important and prevalent fuel in the world, which supplies ~40% of the planet's energy needs. Further development of coal production, combustion and emission control technologies can ensure that coal continues to contribute to energy security, economic growth, and environmental protection. Turkey has also large coal reserves —about 9 GT (Turkish Lignite Authority, 2008). The low-rank coals of Turkey represent the country’s major energy source with their relatively large geological reserves. The coal-bearing terrestrial Tertiary deposits of Turkey overlie an area of approximately 110,000 km² with the thicknesses of the coal seams varying from 0.05 - 87 m. The country’s total coal reserves are 8 - 13 billion tons of low-quality coal, and 13 - 40 million tons of bituminous coal. Of the total annual lignite production of 90 million tons, 80% is consumed by thermal power plants. The current total amount of coal consumption of the country, including imported coals as well, is about 60 MT each year. Power plants and iron-steel plants consume most of this coal and cause the emission of high amounts of CO₂ each year.

Soft computing techniques such as Fuzzy logic, artificial neural networks, genetic algorithms and neuro-Fuzzy systems, are generally used in design of higher technology products and are now being used in different...
Table 1. Basic statistics of the results obtained from analyses.

<table>
<thead>
<tr>
<th></th>
<th>GCV</th>
<th>C</th>
<th>H</th>
<th>N</th>
<th>O</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>2.12</td>
<td>29.49</td>
<td>1.37</td>
<td>0.21</td>
<td>4.23</td>
<td>0.13</td>
</tr>
<tr>
<td>Maximum</td>
<td>27.65</td>
<td>78.52</td>
<td>6.56</td>
<td>2.54</td>
<td>67.63</td>
<td>9.12</td>
</tr>
<tr>
<td>Average</td>
<td>14.47</td>
<td>59.69</td>
<td>4.23</td>
<td>1.17</td>
<td>31.36</td>
<td>3.54</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>6.461</td>
<td>13.660</td>
<td>1.226</td>
<td>0.582</td>
<td>16.853</td>
<td>2.208</td>
</tr>
</tbody>
</table>

Unit of GCV is MJ/kg, others are %.

Table 2. Descriptive statistics for GCV as an independent value.

<table>
<thead>
<tr>
<th>N</th>
<th>Valid: 74</th>
<th>Missing: 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>14.4711</td>
<td></td>
</tr>
<tr>
<td>Std. error of mean</td>
<td>0.7510</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>14.4750</td>
<td></td>
</tr>
<tr>
<td>Mode</td>
<td>9.89</td>
<td></td>
</tr>
<tr>
<td>Std. deviation</td>
<td>6.4607</td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>41.7410</td>
<td></td>
</tr>
<tr>
<td>Skewness</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td>Std. error of skewness</td>
<td>0.279</td>
<td></td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.931</td>
<td></td>
</tr>
<tr>
<td>Std. error of Kurtosis</td>
<td>0.552</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>25.54</td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td>Maximum</td>
<td>27.66</td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td>1070.86</td>
<td></td>
</tr>
</tbody>
</table>

Ultimate analyses characterize the chemical composition of coals and measure various element contents such as; carbon (C), hydrogen (H), nitrogen (N), sulphur (S), and oxygen (O). This study aims to predict the GCV of coals using different learning algorithms of ANN. A total of 74 coal samples were collected from various locations in Turkey and ultimate analyses were performed. These parameters were correlated with GCV first and statistically significant ones were selected. In order to establish predictive models, different learning algorithms of artificial neural networks (ANNs) such as MLP, RBF (exact), RBF (k-means) and RBF (SOM) were used and prediction performances were then analyzed.

TESTED COALS AND DATA SET

For ultimate analyses, selected coal samples were purified according to American Society for Testing and Materials (ASTM) guidelines (ASTM 2004 D5373). These analyses were performed in the Turkish General Directorate of Mineral Research and Exploration laboratory (MTA-MAT Laboratory, Ankara, Turkey) using standard analytical procedures. Sulfur (wt.%, daf), carbon (wt.%, daf), hydrogen (wt.%, daf) and nitrogen (wt.%, daf) contents were determined using a LECO analyzer in the same laboratory. The results obtained and their basic test statistics are tabulated in Table 1. The gross calorific value (GCV) of the coals ranged between 2.12 and 27.65 MJ/kg with an average value of 14.47 MJ/kg.

More attention should be paid particularly, in selecting the data set with a normal distribution. In order to characterize the variation of GCV used as an independent value, descriptive statistics such as; minimum, maximum, mean, mode, median, variance, standard deviation, skewness and kurtosis etc. were calculated using the SPSS Version 10.0 (1999) package. Table 2 presents the independent values which show almost normal distribution. However, it is close to the normal distribution, data are skewed right and showed kurtosis (Figure 1). It can be seen that the respective skewness and kurtosis values of 0.028 and 0.931 were very low. In conclusion, it is suitable that the regression analyses will work well in this case.

In order to establish the predictive models among the parameters obtained in this study, simple regression analyses were performed in the first stage. The relations between GCV with other parameters, were analyzed by employing linear, power, logarithmic and exponential functions. Statistically significant and strong correlations were then selected (Table 3). All obtained relationships were found to be statistically significant according to the Student’s t-test with 95% confidence, except nitrogen (N). Figure 2 shows the plot of the GCV versus carbon (C), hydrogen (H), nitrogen (N), sulphur (S) and oxygen (O).
AN OVERVIEW OF ARTIFICIAL NEURAL NETWORK (ANN) MODELS

When the materials are natural, there is always an uncertainty sourced from the nature of the materials. This could be the main reason why soft computing methodologies such as artificial neural networks, Fuzzy systems, genetic algorithms have been developed in recent years. These techniques attract more and more attention in several research fields because they tolerate a wide range of uncertainty (Jin and Jiang, 1999).

Artificial neural networks are data processing systems devised via imitating brain activity and have performance characteristics like biological neural networks. ANN has a lot of important capabilities such as learning from data, generalization and working with unlimited number of variable (Kaynar et al., 2011). Neural networks may be used as a direct substitute for auto correlation, multivariable regression, linear regression, trigonometric and other statistical analysis and techniques (Singh et al., 2003). Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data, can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other
computer techniques (Yilmaz, 2009a, b). Rumelhart and McClelland (1986) reported that the main characteristics of ANN include large-scale parallel distributed processing, continuous nonlinear dynamics, collective computation, high fault-tolerance, self-organization, self-learning, and real-time treatment. A trained neural network can be thought of as an "expert" in the category of information given to be analyzed. This expert can then be used to provide projections that given new situations of interest and answer "what if" questions (Yilmaz, 2010).

The most commonly used algorithms are multilayer feed forward artificial neural network (Multiple Layer Perceptron-MLP) and radial basis function networks (RBFN). The radial basis function network (RBFN) is traditionally used for strict interpolation problem in multi-dimensional space, and has similar capabilities with MLP neural network which solves any function approximation problem (Park and Sandberg, 1993). RBFs were first used in designing neural network by Broomhead and Lowe (1988), who showed how a nonlinear relationship could be modelled by RBF neural network, and interpolation problems could be implemented (Broomhead and Lowe, 1988). The main two advantages of RBFN are:

1. Training of networks in a short time than MLP (Moody and Darken, 1989).

Moreover, RBFN are local networks compared to the feed-forward networks which perform global mapping. Otherwise, RBFN uses a single set of processing units, and each of these units is most receptive to a local region of the input space (Xu et al., 2003). That is why, RBFN are used as an alternative neural network model in applications of function approximation, time series forecasting as well as classifying task in recent years (Chen et al., 1991; Bianchini et al., 1995; Sheta and Jong, 2001; Foody, 2004; Rivas et al., 2004; Harpham and Dawson, 2006; Sarimveis et al., 2006; Zhang et al., 2007; Yu et al., 2008).

The structure of RBFN is composed of three layers (Figure 3), and the main distinction between MLP and RBFN is the number of the hidden layer. RBFN has only one hidden layer which contains nodes called RBF units, and radially symmetric basis function is used as activation functions of hidden nodes.

The input layer serves as an input distributor to the hidden layer. Differently from MLP, the values in input layer are forwarded to hidden layer directly without being multiplied by weight values. The hidden layer unit measures the distance between an input vector and the centre of its radial function, and produces an output value depending on the distance. The centre of radial basis function is called reference vector. The closer the input vector is to the reference vector, the more the value is produced at the output of hidden node. However, a lot of radial basis functions are suggested for using in hidden layer (Gaussian, Multi-Quadric, Generalized Multi-Quadric, Thin Plate Spline). Gaussian function is the most widely used in applications. Chen et al. (1991) indicate that the choice of radial basis function used in network does not significantly affect performance of network. The activation function of the individual hidden nodes defined by the Gaussian function is expressed as follows:

$$\varphi_j = e^{-\left[\frac{(X - C_j)^2}{\sigma_j^2}\right]} \quad j = 1, 2, ..., L$$  \hspace{1cm} (3)

where $\varphi_j$ denotes the output of the $j$th node in hidden layer, $|| \cdot ||$ is Euclidian distance function which is generally used in applications, $X$ is the input vector, $C_j$ is center of the $j$th...
Gaussian function, $\sigma_j$ is radius which shows the width of the Gaussian function of the $j$th node and $L$ denotes the number of hidden layer nodes.

In the next step, the neurons of the output layer perform a weighted sum using the hidden layer outputs and the weights which connect hidden layer to output layer. Output of network can be presented as a linear combination of the basis functions:

$$y_k = \sum_{j=1}^{L} \phi_j w_{kj} + w_{k0}$$

(4)

Where: $w_{kj}$ is the weight that connects hidden neuron $j$ and output neuron $k$, $w_{k0}$ is bias for the output neuron.

**ARTIFICIAL NEURAL NETWORK MODELS FOR PREDICTION OF GCV**

All data were first normalized and divided into three data sets such as; training (1/2 of all data), test (1/4 of all data), and verification (1/4 of all data). In this study MatLab 7.1 (2005) software was used in neural network analyses having a three-layer feed-forward network, models were constructed by MLP and RBF architectures.

**MLP model for prediction of GCV**

In this study, gross calorific value of coals was first predicted indirectly by using the MLP algorithm. They consist of an input layer (4 neurons), one hidden layer (9 neurons) and one output layer (Figure 4). In the analyses network parameters of learning parameter, momentum parameters and networks training function, which is an activation (transfer) function for all layers, were respectively adjusted to 0.01, 0.9, trainLm and tansig. As in many other network training methods, models and parameters were used in order to reach the minimum RMS values, and network goal was reached at the end of 537 iterations.

**RBF models for prediction of GCV**

Training of RBF networks contains process of determination of centre vector ($C_j$), radius value ($\sigma_j$) and linear weight values ($w_{kj}$). Two stage hybrid learning algorithm is used to train RBF networks in general. In the first stage of hybrid learning algorithm, centre and width of RBFs in hidden layer are determined by using unsupervised clustering algorithms or randomly selected from given input data set. Output weight is calculated in the second stage. A lot of methods are proposed in literature to determine centre and width of reference vector, and some of them are listed.

Number of hidden neurons is set to the number of training examples and all input vectors are also used as centres of RBFs. In other words, for each point in input space, one radial basis function is determined. This case is named as “Exact RBF”. There
Figure 5. Cross-correlation of predicted and observed values of GCV for: (a) MLP, (b) Exact RBF, (c) RBF (k-means), (d) RBF (SOM) models.
Table 4. Performance indices (RMSE, VAF and $R^2$) for models used.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>VAF (%)</th>
<th>($R^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN- MLP</td>
<td>1.341</td>
<td>96.584</td>
<td>0.966</td>
</tr>
<tr>
<td>ANN- RBF (exact)</td>
<td>3.063</td>
<td>93.234</td>
<td>0.926</td>
</tr>
<tr>
<td>ANN- RBF (k-means)</td>
<td>3.534</td>
<td>91.256</td>
<td>0.914</td>
</tr>
<tr>
<td>ANN- RBF (SOM based)</td>
<td>4.024</td>
<td>89.993</td>
<td>0.903</td>
</tr>
</tbody>
</table>

RMSE = root mean square error, VAF = value account for.

are two disadvantages of Exact RBF such as; size problem and overtraining problem. Size problem causes calculation complexity when data set is too large. Network is over trained with these noisy data, so, performance of the system for test data will not as lucrative as performance of training data. To reduce the calculating complexity and to deal with overtraining problem, the number of neurons in hidden layer is reduced as smaller than the number of sample in input data set. And, central vectors are chosen from input vectors, randomly.

Pruning or growing methods, which start iteratively with a number of pre-specified hidden neuron, continues by adding/removing hidden neurons to/from the RBFN. The network structure which has minimum testing and training error is selected as a final model of RBFN. In this iterative process, parameters of hidden nodes are randomly selected from input vectors or determined by using clustering methods. In order to determine central vectors with clustering methods, input vectors are devoted to certain number of clusters by using clustering algorithms such as; $k$-means, Self Organization Map (SOM), etc., cluster centres are then used as RBF centres.

In the analyses, three different algorithms of RBF such as: Exact RBF, RBF trained with $k$-means and RBF trained with SOM were used in the prediction of GCV. However, three models consist of 4 neurons in input layer and one output layer, the neuron numbers of in the hidden layer of Exact RBF, RBF trained with $k$-means, RBF trained with SOM were 42, 27 and 30, respectively.

Cross-correlation between predicted and observed values (Figures. 5b, c, d) and RMSE and VAF values indicated that the three models of RBF constructed is highly acceptable for predicting GCV. RMSE, VAF and $R^2$ values are also tabulated in Table 4.

RESULTS AND CONCLUSION

In this paper, utilization of some neural computing models such as; artificial neural network (ANN) with different algorithms (MLP, Exact RBF, RBF trained with $k$-means and RBF trained with SOM) for prediction of gross calorific value of coals was described and compared. It appears that there is a possibility of estimating GCV of coals from ultimate analyses results by using the soft computing models.

The results of the present paper showed that ANN models having four inputs and one output can be applied successfully for prediction of GCV, and models exhibited reliable predictions. However, all four different algorithms of ANN has almost the same prediction capability, accuracy of MLP was relatively higher than RBF models. The comparison of VAF, RMSE indices and coefficient of correlations ($R^2$) for predicting GCV, revealed that prediction performances of MLP model is higher than those of other algorithms of artificial neural networks; Exact RBF, RBF trained with $k$-means and RBF trained with SOM. In order to show the deviations from the observed values of GCV, the distances of the predicted values from the models constructed from the observed values were also calculated and it was found that the deviation intervals (-3.16 - +4.13) of the predicted values from MLP are smaller than the deviation intervals of ANN models (in Exact RBF -5.28 - +5.58, in RBF trained with $k$-means -4.28 - +5.27, in RBF trained with SOM -5.92 - +5.44) (Figure 6).

As it is known, the potential benefits of soft computing models extend beyond the high computation rates. Higher performances of the soft computing models were sourced from greater degree of robustness and fault tolerance than traditional statistical models, because there are many more processing neurons, each with primarily local connections.

The performance comparison also showed that the soft computing techniques are good tools for minimizing the uncertainties, and their utilization may provide new approaches and methodologies, and minimize the potential inconsistency of correlations. The results of this paper will provide dissemination of important results of the use of soft computing technologies in fuel sciences, and serve as an example for fuel geologists and engineers engaged in this area of interest.
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