Full Length Research Paper

Support vector machines to forecast changes in CD4 count of HIV-1 positive patients

Yashik Singh* and Maurice Mars

1Department of Telehealth, Nelson R Mandela School of Medicine, Durban, South Africa.
2School of Information Systems and Technology, University of Kwa-Zulu Natal, South Africa.

Accepted 18 February, 2010

There are currently 5.5 million confirmed cases of HIV/AIDS in South Africa. HIV infection can be effectively managed with antiretroviral (ARV) drugs, but close monitoring of the progression of the disease is vital. One of the better surrogate markers for disease progression is the use of CD4 cell counts. Forecasting CD4 cell count will help clinicians with treatment management and resource allocation. The aim of this paper was to investigate the application of machine learning to predict future CD4 count change. A support vector machine classification model that predicted the degree of CD4 count change was built. The model took as input the genome, current viral load and number of weeks from baseline CD4 count and predicted the range of CD4 count change. The model produced an accuracy of 83%. This pilot project shows that a change in CD4 count may be accurately predicted using machine learning on genotype, viral load and time. Clinical studies to validate this are required. The aim of this paper was to investigate the application of machine learning to predict future CD4 count change. A Support Vector Machine classification model that predicted the degree of CD4 count change was built. The model took as input the genome, current viral load, and number of weeks from baseline CD4 count and predicted the range of CD4 count change.
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INTRODUCTION

In 2008, there were between 30 and 36 million HIV positive patients around the world, two-thirds of whom are in sub-Saharan Africa. This number has steadily increased due to the high incidence rate of HIV. HIV/AIDS is the leading cause of death in sub-Saharan Africa (Campbell et al., 2008) and is currently the fastest growing epidemic in South Africa (Simon-Meyer and Adallo, 2002) with 5.5 million confirmed cases of HIV/AIDS (Giarelli and Jacobs, 200; Rispel and Metcalf, 2009).

HIV infection can be effectively managed with antiretroviral (ARV) drugs but close monitoring of the disease progression is vital. Laboratory (Fahey et al., 1990; Moss et al., 1988) and clinical (Cahn et al., 1991; Montaner et al., 1992) markers of disease progression are used to monitor HIV infection. Common laboratory tests include viral load (measurement of HIV nucleic acid concentration), CD4 lymphocyte counts or CD4/CD8 ratio (quantitative measurement of particular lymphocyte cells that indicate the strength of the immune system), HIV p24 antigenaemia (p24 antigen count increases one to three weeks after initial infection and is present before HIV antibodies are formed), erythrocyte sedimentation rate (a non-specific marker of inflammation) and serum-β-2-microglobulin (high concentrations are a good predictor of AIDS) (Morfeldt-marignson et al., 1991). Common clinical markers of disease progression are weight loss, mucocutaneous manifestations, bacterial infections, chronic fever, chronic diarrhoea, herpes zoster, oral candidiasis and pulmonary tuberculosis (Morgan et al., 2002).

One of the best available surrogate markers for HIV progression is the use of CD4 lymphocyte cell counts.
CD4 count is recognized as a standard measure of immunodeficiency in HIV positive patients in developed countries and areas where there is a low rate of HIV infection (Mwamburi et al., 2005). Determining a patient’s CD4 count is important in CD4-guided treatment of HIV (Osmond et al., 1993). It thus follows that the ability to forecast CD4 count changes would be valuable to physicians. If one can predict the short-term change of the CD4 count, a physician may change treatment in order to take steps to prevent opportunistic infection such as pneumocystis pneumonia and delay the onset of AIDS (CD4 count < 200).

Although the use of CD4 count is part of the standard of care in developing countries, the measurement of CD4 count requires many complex and expensive flow cytometric procedures which burden the minimal resources available (Schechter et al., 1994). Knowing possible changes to CD4 count may help with resource allocation. There have been previous attempts to measure current CD4 count using cheaper chemical assays and even correlating a patient’s total lymphocyte count (TLC) with current CD4 counts using logistic and linear regression (Schechter et al., 1994; Osmond et al., 1993). In developing countries, TLC may be used to make treatment decisions for symptomatic patients when CD4 count is not available (Daka and Loha, 2008).

Machine learning may be used to develop a model that predicts virological response. Machine learning is an artificial intelligence computer science technique that tries to find a mathematical model that map between inputs and outputs of a domain problem. There are two stages to applying machine learning techniques: creating the mathematical model by learning mappings between given input and output and using the model to predict an output, given unseen input. (Wang et al., 2002) developed a prototype neural network machine-learning algorithm on a small dataset and predicted the viral load of HIV patients from genotype and treatment data with 75% accuracy. Larder et al. (2007) later created a genotype and treatment history based input neural network model that predicted viral load with 69% accuracy. Altman et al., 2008 created a machine-learning algorithm that predicts a dichotomized virological response, that is, success or failure of therapy with 80% success. This was later changed by predicting the probability of treatment success (Altman et al., 2009) based on a degree of predicted HIV drug resistance. There has however been no chemical test or computer model developed to forecast changes to the CD4 count.

Objective

The aim of this pilot study was to apply a machine-learning technique to investigate the feasibility of forecasting CD4 count change. The objective was to produce a mathematical model that can predict the range of change of an individual HIV-1 positive patient’s CD4 count.

METHODOLOGY

Dataset

Datasets were obtained from the Stanford HIV drug resistance database (http://hivdb.stanford.edu/), which is publicly available and contains data from clinical trials. The ACTG333, ACTG384 and GART clinical trial data was obtained and the separate protease genome sequences, CD4 counts and viral loads were extracted.

Protease is a viral enzyme that facilitates the polyprotein precursor cleavage during HIV transmission. Protease inhibition is one form of HIV treatment.

Pre-processing

Subtype B consensus protease (PR) genome sequences, CD4 count, viral load and the number of weeks from the baseline measure of CD4 count for each patient sample was determined by joining individual datasets using the sample identifier (the unique number that identifies a sample) and date. The protease dataset consisted of approximately 3000 data elements. Each protease sequence consisted of 99 amino acids from position 1 to 99. The sequences were processed such that at any position a 1 represented an amino acid mutation and a 0 represented no mutation.

The PR datasets were further processed to reduce the number of amino acid positions that would be used for learning and testing. The number of mutations that occurred in the entire dataset at each position was calculated. All positions where the total number of mutations were less than 20%, were removed. The 20% threshold cut-off value was chosen after running prediction accuracy tests at 5, 10 and 20%. Highest accuracies were obtained with 20%. Literature reports the use of a 5% threshold (Rabinowitz et al., 2006) and this was used to counter the possibility of random mutations in order to unbiasedly determine the effect of each mutation with respect to drug resistance. Subsequently, it has been documented that a small percentage of mutations affect ARV therapy (Rhee et al., 2006). Thus using a higher threshold cut-off value will not adversely affect the forecasting model. The 20% threshold cut-off value resulted in the PR dataset having genome sequences with a total number of 25 amino acids, at positions 10, 12, 13, 14, 15, 19, 23, 24, 30, 32, 33, 46, 47, 48, 50, 53, 54, 69, 74, 76, 82, 84, 88, 90 and 93. As expected, the mutations at these positions are important precursors to PI resistance.

Data of Patient’s genome sequences and associated viral load and CD4 count data at different time points were extracted. These time points ranged from 1 to 183 weeks apart with an average of 32 weeks. This produced 540 data elements that consisted of repeat patients with viral load, CD4 count and genome sequences taken at different times. The distribution of the times that the viral load, CD4 count and genome sequences were measured are shown in Figure 1. This dataset was further processed to determine the change in CD4 count between these measurements. 65 random data elements were removed from each dataset and formed a testing set. Training was done on the remaining data elements of the protease datasets.

Input of the machine learning algorithms

Three different groups of inputs where created and each was fed into the machine learning algorithm separately, forming three models. These input groups were: Input1, consisted only of genome sequence; Input 2, consisted of genome sequence and current viral
load; Input3, consisted of genome sequence, current viral load and
number of weeks from the current CD4 count to baseline CD4 count.

Output of the machine learning algorithms

A classification model was built based on the changes (Δ) in CD4
count. The changes in CD4 count were grouped into four categories
as shown in Equation 1. The distribution of the output groups for the
training and testing set is shown in Figures 2 and 3.

\[
\text{Classification} = \begin{cases} 
\text{Output1,} & \Delta CD4 < 0 \\
\text{Output2,} & 0 \leq \Delta CD4 \leq 50 \\
\text{Output3,} & 51 \leq \Delta CD4 \leq 100 \\
\text{Output4} & \Delta CD4 > 100 
\end{cases}
\] (1)

Technology description

A statistical technique called support vector machines was used to
find a mapping between the three input groups and the four output groups. Support vector machines (SVMs) were chosen due to their ability to learn well with high dimension inputs and because they are considered to be very robust (Daka and Loha, 2008; Navia-Vazquez, 2007; Bugers, 1998).

Support vector machines

SVMs work by embedding data into a higher dimensional vector space and then attempt to find linear relations in that space. SVMs have been described as having the properties of duality, ability to incorporate kernels, margin maximization, convexity and sparseness. The simplest possible SVM is one that represents data that is linearly separable. This means that there must exist a separating hyperplane (H0) that completely separates the input space from its output space. This separating boundary divides the input space in such a way that all input space elements that lie on one side of the boundary have the output space value of +1, while those on the opposite side have the value -1. This separation is shown in Figure 4.

SVMs try to maximize the margin between (H0) and (H1), that is, ||W||. After incorporating the Wolf dual, Lagrangian multipliers and kernels (K) which are used to convert a non-linear search space into a linear one by increasing dimensionality, SVMs reduce these to a single equation (Equation 2). SVM perform multiple-class classification by a ‘one-against-one technique’, which applies the model to binary sub-classifiers and then determines the correct class by means of a voting system.

\[
L_{\text{dual}} = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j K(\mathbf{x}_i, \mathbf{x}_j)
\]

\[
W = \sum_{i=1}^{N} \alpha_i y_i \mathbf{x}_i
\]

\[
\sum_{i=1}^{N} \alpha_i = 0
\]

\[
0 \leq \alpha_i \leq \zeta
\]

Where, \( \zeta \) is a user defined parameter that assigns the importance of an error, \( \alpha_i \) are Lagrangian multipliers, \( \mathbf{x}_i \) is the input space and \( y_i \) is the output space for \( i = 1 \ldots \) number of data elements.

LibSVM (http://www.csie.ntu.edu.tw/~cjlin/libsvm/) was used to create the SVM models in this study. Linear, quadratic (polynomial with degree two) and radial base function (RBF) kernels were used. The radial base function kernel cost of 3 and gamma of 0.2, and the polynomial kernel cost of 10, co-efficient of 1 and gamma of 1 was determined by a coarse grid search. The default linear kernel was used.

RESULTS

The accuracy of the machine learning models is shown in Table 1. Analysis was performed on the raw results of the algorithms. In an attempt to further assess the predictive capabilities of the algorithms, each predicted and desired
Table 1. The accuracies of the different models.

<table>
<thead>
<tr>
<th>Input space model</th>
<th>RBF</th>
<th>Quadratic</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1</td>
<td>66</td>
<td>66</td>
<td>66</td>
</tr>
<tr>
<td>Input 2</td>
<td>68</td>
<td>68</td>
<td>66</td>
</tr>
<tr>
<td>Input 3</td>
<td>83</td>
<td>72</td>
<td>71</td>
</tr>
</tbody>
</table>

Table 2. The desired and predicted output pairs for the different discrepancy groups.

<table>
<thead>
<tr>
<th>None</th>
<th>Low</th>
<th>Intermediate</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output 1-1</td>
<td>Output 1-2</td>
<td>Output 1-3</td>
<td>Output 1-4</td>
</tr>
<tr>
<td>Output 2-2</td>
<td>Output 2-3</td>
<td>Output 2-4</td>
<td></td>
</tr>
<tr>
<td>Output 3-3</td>
<td>Output 3-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output 4-4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Discrepancy group distribution for linear SVM models.

Analysis of the Accuracy of the RBF SVM’s

Figure 6. Discrepancy group distribution for the quadratic SVM models.

The output of the test dataset was compared to find the extent of discrepancies. The desired and predicted output pairs were divided into the categories of none, low, intermediate and high discrepancies defined in Table 2 where output X-Y indicates that output group X was desired but output group Y was predicted or vice versa. Results of this analysis are shown in Figures 5, 6 and 7.

DISCUSSION

Results shown in Table 1 indicate that for the RBF, linear and quadratic SVM’s, there are no differences between the Input 1 and 2 models, but there are differences between Input 1 and 3 models as well as the Input 2 and 3 models. The Input 3 model is more accurate than the other two models. This result was expected due to the fact that the longer a patient is on effective ARV therapy, the more the immune system reconstitutes, resulting in a higher CD4 count. Thus, the time component is a valuable predictor.

There is no difference between the quadratic and linear SVM algorithms as shown in Table 1, while the RBF model outperforms both the quadratic and linear SVMs with Input 3. It was unlikely that the data would be linearly separable hence the poorer performance of the linear SVM models. The superior performance of the RBF kernel is due to its localized and finite responses across the entire range of predictors (Cherkassky and Ma, 2004).

The ideal distribution of discrepancies should be a high frequency for the no (none) discrepancy group and a progressively lower frequency for the low, intermediate and high groups, respectively. The frequency of the high discrepancy group is greater than the intermediate group for the RBF SVM model with Input 1 and the distributions of the discrepancy groups are similar for Input 1 and 2 (Figure 7). Input 3 for the RBF SVM, has a higher frequency for the no (none) discrepancy group as compared to Input 1 and 2. There are fewer high, intermediate and low discrepancies between the desired
and predicted outputs of the test dataset when using the Input 3 model as compared to Input 1 and 2 for the RBF models.

The distributions of the discrepancy groups are similar for the quadratic and linear SVMs as seen in Figures 5 and 6. This again indicates that there is no difference in the accuracy of these two models with respect to the Input Space.

Limitations

This pilot study shows that it is possible to forecast changes to CD4 count. There are however several limitations to this study:

1. The most important is the low number of data elements used for the machine learning and testing. A much larger dataset is required to create a machine learning algorithm that can predict CD4 count changes. There is at present no dataset available in the public domain larger than that used.

2. The misclassification of the machine learning algorithm may be due to the fact that only the protease genome sequence was used. In order to create a more accurate and encompassing algorithm, a future study should include the reverse transcriptase genome sequences.

3. It is acknowledged that genome sequencing and determining viral load is costly for developing countries. The input space should be expanded to include models that use more common treatment information and less laboratory tests results.

4. More machine learning algorithms should be tested such as committee networks, neural networks, random forests and boosting which have been shown to learn medical related data well.

5. A regression model should be built to try and predict the actual CD4 count as opposed to a range predicated in this pilot study.

Conclusion

This pilot study shows that it is possible to mathematically forecast a change in CD4 count using SVM's. The best accuracy achieved was 83% using genome, current CD4 count and number of weeks from baseline CD4 count. The remaining 17% of misclassified CD4 count changes are distributed such that the majority of the discrepancies are one category/CD4 change group apart.

This pilot study forms part of a larger study to create a web-based HIV resistance portal. It is envisioned that this portal will be used to guide treatment of complicated HIV resistant patients by prompting clinicians to enter genomic, virological and treatment history data and then providing them with information about the specific patient's current resistance profile, future resistance profiles, the effect of changes in treatment and the prediction of the onset of AIDS, opportunistic diseases and mortality. Forecasting the CD4 count of a patient from genotypic information is thus vital to the creation of the resistance portal, which will guide the clinician in determining the optimal therapy for individual patients.
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