Research on the topology control algorithm to maximize the Ad Hoc life cycle
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For Ad Hoc network, nodes move randomly with limited energy and self-organization; there is multi-hop of complex network, however, in order to extend the life cycle of Ad Hoc network effectively. This research was aimed at improving LEACH algorithm clustering on Ad Hoc network, constructing Ad Hoc network topology based on small world, making nodes that can still continue to maintain communication under the circumstances of communication link failure, appearance, disappearance and move. Namely, the work aims to improve the stability of the network topology and overall network anti-destroying. The simulation experiment verifies the correctness and effectiveness of algorithm.
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INTRODUCTION

In this paper, an approach for topology control to extend the lifetime of Ad Hoc network was studied, in order to synthesize various factors as far as possible to maximize network survival time, and to make node maintain communications under the circumstances such as appearance, disappearance, movement and communication link failure. There are some ways about survivability study as follows. Firstly, the network topology structure is designed in the beginning, and during the design, various factors that prolong the survival time of the network, maintain network stability and improve the overall performance of the network are all considered. Secondly, Ad Hoc network is self-organizing and multi-hop. It has some characteristics of complex network. So the complex network theory could be used in Ad Hoc network to enhance its survivability. Finally, in order to maintain the stability of the network, the node or link failure and other factors such as redundancy, reconstruction and other measures should be considered (Liu et al., 2011, 2012; Mistra and Thomasinous, 2010; Ok et al., 2009; Ren et al., 2011; Uster and Lin, 2011).

The Ad hoc network topology is flat. So in order to enhance its survivability, it should have high connectivity between each node, that is to say, there are many paths between two nodes, if one path fails, start the other one. To make node strong connected, it is essential to increase the transmission power of the node, enlarge transmission range of nodes and cover more nodes. But increasing the transmission power of the node consumes its energy and shorts the network lifetime, so the energy consumption and network survivability is contradictory. This paper constructs a hierarchical network, which has different clustering algorithms by means of cluster head election, and synthesizes the residual energy of node, mobility, deviation of node degree (cluster size) and other factors to cluster (Wendi et al., 2002; Xiaohua et al., 2005;
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The process of the cluster head election

At this stage, cluster head election algorithm combines low energy adaptive clustering hierarchical (LEACH) improvement algorithm in wireless sensor networks with an on-demand weighted clustering algorithm (WCA). That is, the clustering algorithm

\[
\begin{cases} 
   \text{LEACH} & (T = 0) \\
   \text{WCA} & (T > 0) 
\end{cases}
\]

The threshold for LEACH algorithm:

\[
T_n = \frac{P}{1 - P(1/P)^{\mod(1/P)}} \quad n \in G 
\]

The calculation method of on-demand weighted clustering algorithm:

\[
\text{weight} = aE_{\text{resident}} + b/M_v + c/D_v 
\]

\(E_{\text{resident}}\) is the remaining energy of nodes, which was obtained from node energy model (Yao-Chung et al., 2006).

Figure 1 shows the diagram of energy model of nodes. Assuming a simple model for the energy consumption of wireless hardware, in this model, the sending end energy consumption includes sending radio electronics and amplifier energy consumption, the receiving end energy consumption includes receiving radio electronic energy consumption as shown in Figure 1. For this description, there are two kinds of channel model, free space model (energy loss and transmission distance is proportional to the square) and multi-path fading model (the energy loss is proportional to transmission distance to the fourth power), conversion between the two models is based on the distance between the sending and the receiving end, and power control can be set by the appropriate power amplifier and change the distance between the sending and receiving end. If the distance is less than the threshold value \(d_0\), we use the free space model, otherwise, we use multi-path attenuation model. Therefore, when the distance between sending and receiving end is \(d\) with a \(1\) - \(bit\) message, the radio energy consumption is:

\[
E_{\text{rx}}(I, d) = E_{\text{rx,elec}}(I) + E_{\text{rx,amp}}(I, d) = \begin{cases} 
   IE_{\text{elec}} + I&E_{\text{elec}}d^2, d < d_0 \\
   IE_{\text{elec}} + I&E_{\text{elec}}d^4, d \geq d_0 
\end{cases}
\]

(3)

To receive this message, the radio energy consumption:

\[
E_{\text{tx}}(I) = E_{\text{tx,elec}}(I) = IE_{\text{elec}} 
\]

(4)

The energy consumption of sending and receiving end is the sum of the total energy consumption of the node, the difference of the initial energy and total energy consumption is the residual energy of the node.

The \(M_v\) presents the local mobility of the node, it can be calculated by a set of relative mobility metric values from all the neighboring nodes. For the relative mobility metric value of node \(u\) to node \(v\):

\[
M_{v}^{\text{rel}}(u) = 10\log_{10} \frac{R_x P_{v, u}^{\text{new}}}{R_x P_{v, u}^{\text{old}}} , \text{if} \quad R_x P_{v, u}^{\text{new}} < R_x P_{v, u}^{\text{old}}, \text{if} \quad R_x P_{v, u}^{\text{new}} > R_x P_{v, u}^{\text{old}} , 
\]

then \(M_{v}^{\text{rel}}(u) < 0\), it means that the two node are far away from each other, contrary, if \(R_x P_{v, u}^{\text{new}} > R_x P_{v, u}^{\text{old}}\), it shows that the two nodes are close to each other. If a node \(v\) has \(m\) neighbor nodes, there are \(m\) value \(M_{v}^{\text{rel}}\), the local mobility value is the difference between the relative mobility value of all neighbors and 0, that is:
Figure 2. Local movement and relative movement.

\[ M_v = \text{var}_v[M_{v}^{\text{rel}}(u_i)]_{i=1}^{n} = E[(M_{v}^{\text{rel}})^2] \]

is calculated. If \( M_v < 0 \), it indicates that the node is away from neighbors, if \( M_v > 0 \), it shows the node is close to neighbor nodes (Figure 2).

\[ D_v = |d_v - M| \]

where \( d_v \) denotes the number of neighbor nodes. The calculation formula of \( d_v \) is as follow:

\[ d_v = |N(v)| = \sum_{v', v \in F, v \neq v'} \text{dist}(v, v') < tx_{\text{range}} \quad (5) \]

here \( tx_{\text{range}} \) represents the transmission range of the nodes.

A weight implies the combination weight of node, namely to the ability to act as cluster head node. For the weight factor \( a, b \) and \( c \), we set \( a > b > c \) in this thesis, and they satisfy \( a + b + c = 1 \). Based on the calculation formula of combination weight, we are mainly considering three factors: the energy of node, the mobility of node (cluster stability) and the size of cluster (node degree). Among them, if the local mobility and the difference between the node degree and the ideal degree are small, the possibility of a node becoming cluster head node is big, and the stability of clusters is strong. If the remaining energy is large, the probability of the node becoming cluster head is high. Therefore, by calculating, it shows that we should choose the larger weight as the cluster head node.

### The initial stage of establishing a cluster

During the initial process of creating a cluster in mobile Ad Hoc networks, a mobile node first starts and then enters into networking; and at last forms a relatively stable cluster structure within the scope of the entire network. When we initially create a cluster or a new node join in, through the initialization process, deciding what role of the node should play in.

When a system boots, a globally unique node ID is given, all nodes are randomly well-distributed in a region with the same initial energy, the energy consumption of mobile nodes are not the same each round. In the first round, we use the LEACH algorithm, namely \( t = 0 \), during a short time of executing the clustering algorithm, the mobile node in Ad Hoc network nodes do not move. Each node is randomly assigned a random number, comparing the random number with threshold, when the random number is less than the \( T_{\text{th}} \), the node is selected as the cluster head node. Then, the node which was selected as the cluster head broadcast Hello message packet, which includes the serial number of the cluster head node. The non-cluster head nodes which received the broadcast message packet, choose to add to the strong signal clusters, according to the distance between them and the cluster head nodes, notify the cluster head, when cluster head node receives all the information added to the cluster, it will create a time division multiple access (TDMA) timing information and inform all the nodes within the cluster. In order to avoid the interference of signal from nearby cluster, the cluster head node broadcast Hello message packet, which includes the serial number of the cluster head node. The non-cluster head nodes which received the broadcast message packet, choose to add to the strong signal clusters, according to the distance between them and the cluster head nodes, notify the cluster head, when cluster head node receives all the information added to the cluster, it will create a time division multiple access (TDMA) timing information and inform all the nodes within the cluster. In order to avoid the interference of signal from nearby cluster, the cluster head node can decide code division multiple access (CDMA) code of all nodes in the cluster, CDMA code along with the TDMA are sent at scheduled times, when a node within the cluster receives the message, it begins to enter the data communication phase. In this phase, each node has the trend to move in the cluster. We should consider this dynamic problem time discretization.

Assuming that each node has different energy consumptions in each round, namely the node's residual energy is different. In order to balance the energy consumption of all nodes, we should select each node to become a cluster head periodically so that each node has the opportunity to act as the cluster head. In the second round of the cycle, we use the on-demand weighted clustering algorithm to initialize the node information along with the weight of the node. The weight of the node includes the current residual energy, local mobility and the degrees (one-hop neighbor node of the
nodes), the number of cluster head and the ID information of the cluster heads. In addition, we also initialize neighbor list information of the node and the cluster head table information.

The node should put its own ID, transmit and receive signal power into broadcast message, and broadcast to one-hop neighbors. When neighbor nodes receive broadcast message of that node, it checks its own neighbor list. If the node has already existed in the neighbor list, update is made to the information in neighbor list of the node with mobile information and update time. Node should be added, if it does not exist in the neighbor list. After a node transmits broadcast message a period of time, when assuming that it has received the message from all neighbors, that is to say, there is no new neighbor node to be added to the neighbor list of the node in a period of time, it begins to calculate its own weights.

First through the energy model of the node, when we calculate weights, the residual energy $E_{\text{resident}}$ is obtained. The node goes through its own neighbor list. Through the neighbor list stored in, the node receives the same at different times of signal power; we can figure out $M_v^{\text{rel}}(u)$, along with $M_v$.

The total number of neighbors is extracted from the neighbor list, $D_v$ is calculated and then we obtain the $D_v = |V_v - M|$. According to the calculated $E_{\text{resident}}, M_v$, $D_v$ and the importance of the three factors that are previously set as $a$, $b$, $c$ to calculate the combination weight of each node, each node puts combination weight and node ID in the node weight broadcast message, and broadcasts to one-hop neighbors.

After each node receives the neighbor node weight message, they update their neighbor list information. Within a period of time, if the node does not receive the node weight message in the original neighbor list, the node should be deleted from original neighbor list; if a node receives weights message in original neighbor list, it is necessary to update the neighbor node weight; if a node receives weight message instead of the original neighbor list, we have to discard it.

After the node sends weight message a period of time, if all weights in the neighbor node list are updated, the node determines whether its weight are larger than all the neighbors' nodes or not; if the weights are equal, the node compares whether node ID is smaller than the neighbor's. If it satisfies this condition, node sends a message that it acts as the cluster head, otherwise waits for news of neighbor nodes becoming cluster heads.

For ordinary nodes which have not be elected as cluster head, if they receive the message of neighbors becoming cluster head, its state turn into cluster members, next to update their cluster head table and retreat from cluster head election. Otherwise, the node sets itself to the cluster head, and sends a message that it becomes the cluster head. If there are still nodes in the initial state, following the round cycle to execute cluster head election process until the status of all nodes turn into cluster head or cluster members is necessary. This facilitates selecting cluster head periodically so that each node has opportunity to become a cluster head, and thus the energy consumptions of nodes are more balanced.

**INTER-CLUSTER COMMUNICATION**

The inter-cluster communications connect cluster heads to form a ring network, for each node can become a cluster head, the nodes in ring network also periodically change. We construct the small world network based on this topology according to two properties of the small world network: the big clustering coefficient and the small shortest path. Firstly, long links were constructed; where $N$ represents the number of vertex ring, the $P$ represents the random connection probability, and the $K$ is the number of adjacent nodes, according to the formula, the average path length: $L = \frac{N}{K}$, and the clustering coefficient $C = \frac{3(k - 1)}{2(k - 1)(1 - p)^3}$, according to the parameters of $N$, $P$, $K$ (both determine the number of long links). The purpose is to construct the topology with the shortest path, while the clustering coefficient is used to describe the node graph or network integration group coefficient. The network is divided into clusters on the whole, and its clustering coefficient is very high. Thus on the whole, we construct the topology of Ad Hoc network based on small world network, each cluster can communicates with each other. The topology diagram of Ad Hoc networks is based on small world network (Figure 3).

After the cluster is created, it is essential for the reasonable maintenance mechanism of clusters to try to maintain the stability of the cluster structure, due to the limited energy and the natural failure or link failure and the mobility of the node. At the moment of the node failure or link failure, node can still maintain the ability of communication, namely to prolong the network life cycle. Therefore, in this paper, the maintenance of clusters are mainly a node joins, disappears and moves. Node joining makes use of network reconfiguration, in order to quickly start backup node to backup link if node disappears and the link fails.

**LOW-ENERGY ADAPTIVE CLUSTERING HIERARCHY (LEACH) AND MODIFIED WEIGHTED CLUSTERING ALGORITHM (MWCA) SIMULATION AND ANALYSIS**

The simulation model comprised 50 nodes, randomly distributed in the range of 100 m * 100 m; the network is divided into 10 clusters, namely 10 cluster heads. The
initial energy of the nodes is 1J, the actual connection degree is \( M = 4 \), the total simulation time is 800 min. The related parameters of the small world network is set to \( N = 10, P = 0.2, K = 4 \) (adjacent nodes), each round of cycle interval is 50 s, a total of 960 rounds.

Figure 4 shows the relationship between curve of cluster heads election rounds and the remaining nodes in Ad Hoc network based on the small world. From Figure 4 using the simulation of LEACH algorithm, all nodes are dead after 700 rounds of the cluster head election, but applying the LEACH and MWCA clustering algorithm we put forward, the life cycle of the node is 1200 rounds, not
because of the hasten death of nodes due to the excessive energy consumption of the cluster head node, to improve the stability of the network topology and the survivability of overall network, but because of the cluster heads election algorithm proposed in this paper considers the residual energy and mobility of the node and the maximum number of nodes for cluster head nodes handling, to make the energy consumption of nodes in the network more homogeneous and stable.

From Figures 5 and 6 shown, the LEACH algorithm does not consider the residual energy and mobility of nodes, although each node has the probability of acting as cluster head, individual cluster head nodes accelerate the death due to excessive energy consumption. As the
node speed increases, the cluster head change rate is larger; if the entire cluster is not stable, maintaining the stability of the cluster and network topology will consume more energy, while the algorithm proposed in this paper considers the residual energy and mobility of nodes, the nodes which have much residual energy and low moving rate act as cluster head, the cluster head is more stable, the lifetime of all nodes in the whole network is longer, according to the passage above, we know that the LEACH and MWCA clustering algorithm in the Ad Hoc network based on the small world is more stable, the anti-destroying ability of the whole Ad Hoc network is stronger.

CONCLUSIONS

In this research, the approach to hierarchical topology control in maximizing network lifetime of Ad Hoc network based on small world was put forward. In the process of the cluster head election, we do not only comprehensively consider the residual energy of the node, mobility of the node and the maximum number for cluster head node to handle, but also make use of small-world model to maintain the stability of the node and to enhance the anti-destroying ability of the network. The simulation results show that compared with other clustering algorithms, the proposed clustering algorithm in this paper can prolong the network lifetime effectively.
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