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A set of equations governing an isothermal compressible fluid flow is analytically and numerically analyzed. The obtained equations are written in characteristic form and resolved by a predictor-corrector lambda scheme for the interior mesh points. The method of characteristics (MOC) is used for the boundaries. Advantages of explicit form of these schemes and the flexibility of the MOC are used for an isothermal fast transient gas flow in short pipeline. The results, obtained for a simple practical application agree with those of other methods.
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INTRODUCTION

Gas transients equations in pipelines can be linear or generally non linear. They also may be parabolic or hyperbolic of the first or second order. As a rule, simple models are an alternative which presents a reasonable compromise between the description accuracy and the cost of solution. These models are obtained by neglecting some terms in the basic set of equations, as a result of a quantitative estimation of the particular elements of the equations for given operating conditions of the pipeline.

Several relatively new numerical schemes were tested to integrate equations of conservation. These include Godunov and TVD schemes (Leveque and Yee, 1990). These second order schemes have the advantage that shock waves problems and other discontinuities can be treated with relatively good accuracy.

In their studies, many authors have considered fast gas transients employing numerical techniques as method of characteristics (MOC) (Kameswara and Eswaran, 1993; Greyvenstein, 2001; Gato and Henriques, 2005), with a relatively good agreement each other. In the last decades Behbahani-Nejad and Bagheri (2010a) have used transfer functions of a single pipeline in order to develop a mathematical Simulik library. Obtained results are satisfactory with the classical methods.

With a reduced order modeling approach, Behbahani-Nejad and Shekari (2010b) have compared their results with the conventional numerical techniques for a simple gas transient example. A good agreement was observed. By the use of time space least square spectral method with a technique based on hierarchical interpolations in space and time, on numerical examples, including fast gas transients, particularly in the case of severe conditions flowing, Dorao and Fernandino (2011) have successfully handled the problem of strong shock wave.

Simulating gas transients in pipes, Ebrahimzadeh et al. (2012) have used an orthogonal collocated method technique to solve the corresponding governing equations.
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Its performances are verified and tested for two practical examples corresponding to isothermal and non-isothermal cases.

In this work, an old idea, relative to a physically meaningful simples schema, have been developed by Moretti (1979), Zannetti and Colasurdo (1981) and Gabutti (1983). They are known as the lambda schemes. An important advantage of these schemes is related to the concept of “non reflecting boundary condition” : a characteristics form of the boundary conditions equations is applied in order to avoid the use of the improperly reflecting technique. An explicit form of them is adapted and applied to an isothermal fast transient gas flow in short pipeline.

THEORETICAL MODELING

If we consider an isothermal flow in pipeline with variable cross-sectional area in which one dimensional continuity equation is:

\[
\frac{\partial P}{\partial t} + \frac{\partial}{\partial x} (\rho V) = 0
\]  

(1)

and momentum equation is given by:

\[
\frac{\partial}{\partial t} (\rho V) + \frac{\partial}{\partial x} (\rho V^2 + P) = -\frac{f}{D} \rho V |V| - \rho g S \frac{\partial}{\partial x}
\]

(2)

Writing equation of state for natural gas as:

\[
P = \rho \frac{ZRT}{\mu}
\]

(3)

and taking into account the isothermal conditions, the acoustic wave speed becomes:

\[
a = \left( \frac{ZRT}{\mu} \right)^{0.5}
\]

(4)

In the absence of field data, steady state variable distributions constitute the initial conditions. These steady state initial conditions are obtained by the use of an appropriate analytical equation (Zhou and Acedum (1996) for Z=1:

\[
\bar{p} = \frac{f g m}{D a^2 \rho i} \left( \frac{D}{f} \ln \bar{p} - \Delta l \right) + 1
\]

(5)

Where \( \bar{p} = \left( \frac{\rho}{\rho_i} \right)^2 \) and \( \mathbf{m} = \rho V \). This equation, which is implicit in \( \bar{p} \), is well suited for iterative method to determine density or pressure distribution.

In earlier work, considering above equation set, two applications of fast and slow fluid flows have been developed by using two explicit finite-difference schemes (Kessal, 2000). Then, in the same way, a one-dimensional lambda scheme is proposed to study the first case.

NUMERICAL SCHEME

In order to analyze the gas transients phenomena in short pipelines the characteristic method is used to convert the initial partial differential equation set (1) and (2) into ordinary differential equations (Lister, 1960). The physical interpretation is that the waves travel with the speed “\( a \)”, given by the relation (4), propagating in this way the effect of the initial boundary conditions. Then the transformation of Equations (1) and (2) yields:

\[
\frac{1}{\rho a} \frac{dP}{dt} + \frac{dV}{dt} + \frac{f g}{2D} |V| + g \frac{dz}{dx} = 0
\]

(6)

\[
\frac{1}{\rho a} \frac{dP}{dt} - \frac{dV}{dt} - \frac{f g}{2D} |V| - g \frac{dz}{dx} = 0
\]

(7)

These equations are associated respectively with the following characteristics directions:

\[
\lambda^+ = \frac{dx}{dt} = V + a
\]

(8)

\[
\lambda^- = \frac{dx}{dt} = V - a
\]

(9)

Using Equations (8) and (9), Equations (6) and (7) can be written as:

\[
\left[ \frac{\partial P}{\partial t} + \lambda \frac{\partial P}{\partial x} \right] + \rho a \left[ \frac{\partial V}{\partial t} + \lambda \frac{\partial V}{\partial x} \right] + \rho g \frac{f}{2D} |V| = 0
\]

(10)

and

\[
\left[ \frac{\partial P}{\partial t} + \lambda \frac{\partial P}{\partial x} \right] - \rho a \left[ \frac{\partial V}{\partial t} + \lambda \frac{\partial V}{\partial x} \right] - \rho g \frac{f}{2D} |V| = 0
\]

(11)

Adding Equations (10) and (11) and simplifying yields to:

\[
\frac{\partial P}{\partial t} + 0.5 \left[ \lambda^+ \frac{\partial P^+}{\partial x} + \lambda^- \frac{\partial P^-}{\partial x} \right] + 0.5 \rho a \left[ \lambda^+ \frac{\partial V^+}{\partial x} - \lambda^- \frac{\partial V^-}{\partial x} \right] = 0
\]

(12)

Subtracting Equation (10) from Equation (11) and simplifying, yields to:

\[
\frac{\partial V}{\partial t} + 0.5 \left[ \lambda^+ \frac{\partial V^+}{\partial x} + \lambda^- \frac{\partial V^-}{\partial x} \right] + 0.5 \rho a \left[ \lambda^+ \frac{\partial P^+}{\partial x} - \lambda^- \frac{\partial P^-}{\partial x} \right] + \frac{f}{2D} |V| = 0
\]

(13)

Equations (12) and (13) are in so-called lambda form. Note that the spatial derivatives are marked with subscripts + and – to indicate the characteristic directions along which these derivatives are
approximated. Predicted values of $V_i^*$ and $P_i^*$ can be obtained by substitution of finite-difference approximations for the time derivatives into Equations (12) and (13):

$$P_i^* = P_i^0 - 0.5\Delta t \left[ x^* \frac{\partial P_i^0}{\partial x} + \lambda \frac{\partial P_i^0}{\partial x} \right] - 0.5\rho a \frac{\partial}{\partial x} \left[ \lambda \frac{\partial V_i^0}{\partial x} - x^* \frac{\partial V_i^0}{\partial x} \right]$$

(14)

$$V_i^* = V_i^0 - 0.5\Delta t \left[ \lambda \frac{\partial V_i^0}{\partial x} - x^* \frac{\partial V_i^0}{\partial x} \right] - 0.5\Delta t \rho a \frac{\partial}{\partial x} \left[ \lambda \frac{\partial P_i^0}{\partial x} + x^* \frac{\partial P_i^0}{\partial x} \right] - R_i^0 \left[ \frac{\partial V_i^0}{\partial t} \right]$$

(15)

where: $R = \frac{f_g \Delta t}{2D}$

Then, the predictor–corrector scheme applied to our equation set yields to the following procedure (Gabutti, 1983). The spatial derivatives in Equations (14) and (15) are approximated as follow:

**Predictor:**

**Part 1**

$$\frac{\partial F^+}{\partial x} = \frac{F_i^1 - F_{i-1}^1}{\Delta x}$$

(16)

$$\frac{\partial F^-}{\partial x} = \frac{F_{i+1}^1 - F_i^1}{\Delta x}$$

(17)

Replacing the above finite-difference approximations in Equations (14) and (15) yields the predicted values of $V_i^*$ and $P_i^*$.

**Part 2**

The predicted values of the time derivatives $\frac{\partial P^+}{\partial t}$ and $\frac{\partial V^+}{\partial t}$ of Equations (12) and (13) are calculated by using the following finite difference approximations:

$$\frac{\partial F^+}{\partial x} = \frac{2F_i^1 - 3F_{i-1}^1 + F_{i-2}^1}{\Delta x}$$

(18)

$$\frac{\partial F^-}{\partial x} = \frac{-2F_i^1 + 3F_{i+1}^1 - F_{i+2}^1}{\Delta x}$$

(19)

**Corrector part**

By considering the following finite difference approximations and using $V^*$ and $P^*$ instead of $V$ and $P$ in Equations (12) and (13), the corrected values of time derivatives $\frac{\partial P^*}{\partial t}$ and $\frac{\partial V^*}{\partial t}$ can be obtained.

$$\frac{\partial F^+}{\partial x} = \frac{F_i^*-F_{i-1}^*}{\Delta x}$$

(20)

$$\frac{\partial F^-}{\partial x} = \frac{F_{i+1}^*-F_i^*}{\Delta x}$$

(21)

Finally, the values of $P$ and $V$ at the unknown time level are determined from the following equations:

$$P_i^{j+1} = P_i^j + 0.5\Delta t \left( \frac{\partial P^*}{\partial t} + \frac{\partial P}{\partial t} \right)$$

(22)

$$V_i^{j+1} = V_i^j + 0.5\Delta t \left( \frac{\partial V^*}{\partial t} + \frac{\partial V}{\partial t} \right)$$

(23)

It can be noticed that above discretization is possible only at nodes 3, 4, ..., N-1 as it is shown by part 2 of the predictor scheme. Then, a special treatment is needed at points near the boundaries. For this, a one sided finite-difference approximation can be used at nodes 2 and N-1.

Note that in Gabutti (1983) paper, two points finite-difference approximations was used at the nodes adjacent to the boundaries if three points were not available in the desired directions. In this study computational time interval was selected so that the Courant stability condition was satisfied at all nodes of the mesh (Streeter and Wylie, 1969). If necessary, the time interval can be reduced in some cases.

**INITIAL AND BOUNDARY CONDITIONS**

Initial and boundary conditions to the previous Equations (1) and (2) must be specified in order to obtain the appreciable solution for this differential equation set. Initial conditions of these systems are required to resolve initial pressure and velocity as a function of the position $x$ along the pipeline. In this study they are given by the relation (8) for the pressure distribution. Boundary conditions must also be specified to obtain a unique solution. They depend on the considered cases. It is proposed in this work to treat numerically the two boundary conditions by the characteristics method. Then, integrating Equations (6) and (7) along the negative and the positive characteristics lines Equations (8) and (9) (Figure 1) yields to the following finite-difference equations:

$$V_{i+j}^{j+1} - V_{i-j}^{j+1} + (1/\rho a) j i^{j\pm 1}_{i-j} (P_{i}^{j+1} - P_{i-j}^{j}) + R_{i-j}^{j} |V_{i-j}^{j}| = 0$$

(24)

$$V_{i+j}^{j+1} - V_{i-j}^{j+1} - (1/\rho a) j i^{j\pm 1}_{i-j} (P_{i}^{j+1} - P_{i-j}^{j}) + R_{i+j}^{j} |V_{i+j}^{j}| = 0$$

(25)

Applying these equations to limit conditions yields (Figure 2):

$$(V_{N+1}^{j+1} - V_{N}^{j+1}) + (1/\rho a) j N^{j\pm 1}_{N} (P_{N}^{j+1} - P_{N}^{j}) + R_{N}^{j} |V_{N}^{j}| = 0$$

(26)

$$(V_{2}^{j+1} - V_{2}^{j}) - (1/\rho a) j 2^{j\pm 1}_{2} (P_{2}^{j+1} - P_{2}^{j}) - R_{2}^{j} |V_{2}^{j}| = 0$$

(27)

A computational procedure to obtain $P$ or $V$ is necessary with the
increments $\Delta t$, and equal space $\Delta x$. Values of fluid properties at the previous time are calculated from mesh $i-1$, $i$ and $i+1$. The aforementioned stability criteria is required for:

$$\frac{\Delta t}{\Delta x} \leq \frac{1}{a + |V|}$$

(28)

**RESULTS AND DISCUSSION**

An example concerning a gas transient in a relatively short pipeline with an impulse supply of gas mass flux at the inlet, has been simulated using the previous predictor-corrector scheme. This example is taken from Zhou and Adewumi (1996) in which solutions have been obtained, respectively, by using the method of characteristics (MOC), and, a first-order three-point explicit Godunov scheme and a source free second-order five-point TVD scheme. A pipeline 91.44 m long, 0.609 m interior diameter and having initially a static pressure of 4136.8 kPa (with initial velocity $V_i=0$) with a shut downstream extremity. At time zero, upstream inflow begins to increase linearly and reaches 196 Kg/s at 0.145 s, then decreases linearly to zero again at 0.29 s, and then remains constant. The downstream end is closed. For the simulation of the above fast transient problem, the predictor-corrector lambda scheme adopts with the characteristics method, at the boundaries, the same $\Delta t$ imposed by the stability Criteria (28).

For numerical simulation of this example, the previous predictor-corrector scheme adopts a grid size $\Delta x=0.9144$ m, $\Delta t=0.811 \times 10^{-3}$ s and C.F.L=0.312. These values can be compared with those used in the Godunov and TVD
Schemes (19) respectively: $\Delta x=0.9144\text{ m, } \Delta t=0.09144 \times 10^{-3}\text{ s and C.F.L}=0.0348$; $\Delta x=0.9144\text{ m, } \Delta t=0.9 \times 10^{-3}\text{ s and C.F.L}=0.348$. Some numerical results are illustrated by the following figures. It shown a time evolution rate of the gas (Figure 3) at midpoint of the gas line ($x=0.5L$), where our results are compared with those obtained by Zhou and Adewumi (1996). Good agreement between them can be observed. The gas flow rate fronts are completely solved within the first 0.8 s. The behaviour of gas flow rate evolution at the midpoint of the pipeline is the result of reflected pressure impulse at the upstream end of the pipe.

A comparison of the predicted pressure (by the present model) at the inlet of the pipeline ($x/L=0$) with the reported data as shown in Figure 4. Again, relatively good agreement between the predicted results and the

---

**Figure 3.** Flow rate variation at the midpoint of the pipeline.

**Figure 4.** Pressure response at the inlet of the pipe.
Figure 5. Pressure response at the inlet of the pipeline.

Figure 6. Pressure response at the outlet of the pipe.

reported data is obtained. It can be noticed that duration of the pressure pulse of the peak is the same. Pressure wave is maintained and captured during the first 0.80 s. The pressure wave fronts are reproduced during 2.4 s, without any loss of accuracy (Figure 5). Slight differences with an other methods can be due to some simplifications introduced by Zhou and Adewumi (1996), that is, the value of the friction losses coefficient. A comparison, as regards the pressure at the outlet point of the pipeline (x/L=1), between obtained numerical results and the reported data is shown in Figure 6. Good agreement can be noticed. At the outlet of the pipeline, the pressure wave fronts are completely resolved within the first 0.8 s.

In order to check the numerical method described herein, the pressure evolution has been calculated for time close to the end of the transient phenomenon. It is shown in Figure 7 that agreement is satisfactory. This indicates that the method described in the previous
sections is reliable. Also computed results show that the employed numerical simulation has not produced any undesirable effect.

The evolution of the pressure, corresponding to successive times relative to the pipeline filling, can be observed in Figure 8. Depending on the speed of propagation of sound in gas, then we note that the wave front (of pressure) is reflected from the downstream end. In Figure 9, we can observe the correspondence with Figures 2 and 4, namely the time change in pressure at the inlet and outlet of the pipeline. The incident and reflected pressure waves are explicitly shown in this figure. The longitudinal evolution of the flow rate from the inlet of the pipe is shown in Figure 10. Nevertheless, the speed reflected by the downstream end takes negative values to the upstream end, thereby causing a depression waves which propagate to the upstream.

Finally, the propagation phenomenon of the pressure and the flow velocity disturbances, initiated at upstream point that the pipeline, is well reproduced by the two
Figure 9. 3D Gas transients between the inlet and outlet.

Figure 10. Axial transient velocity.

forms of difference schemes, that is, a second order scheme for the interior points and a method of characteristics for the extremities. The gas transients are contained in a very comprehensive and convenient.
CONCLUSION

The numerical methods presented in this study allow to calculate the propagation of pressure or velocity disturbances from one boundary of a gas pipeline. We have shown that the explicit lambda type of finite difference scheme presents an acceptable computational time. Also, the obtained results have shown that the accuracy of the previous scheme is comparable to the one of high resolution scheme for the considered examples.

Nomenclature

S: cross-sectional area of pipeline, vector; \( a \): isothermal speed of sound; \( D \): pipeline diameter; \( f_g \): gas friction factor; \( g \): gravitational acceleration; \( N \): number of space intervals; \( \mu \): molecular gas weight; \( p \): pressure; \( R \): universal gas constant or \( R = \frac{f_a \Delta t}{2D} \); \( T \): time; \( I, L \): length; \( T \): absolute gas temperature; \( V \): gas velocity; \( X \): axial co-ordinate, \( L \); \( Z \): compressibility factor or elevation; \( \rho \): gas density; \( \rho_i \): inlet gas density; \( \Delta t \): uniform time step; \( \Delta x \): uniform grid size.

Subscripts

\( g \): gas; \( i \): inlet, node.
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In the work, characteristics of the erbium-doped fiber amplifier (EDFA) are investigated. The amplification and noise figure dependences on different EDFA parameters in a 2.5 Gbit/s one-channel WDM transmission system are simulated and measured. Additionally, simulation of a four-channel 2.5 Gbit/s WDM system containing in-line amplifiers of the type was done in order to investigate the EDFA performance in multichannel systems. Almost identical results obtained for both the simulation model and the experimental system are indicative of high accuracy of the simulation. It is shown that the EDFA amplification depends on such parameters as the signal power, wavelength, EDF length, and configuration of the pump laser.

Key words: Wavelength division multiplexing (WDM), erbium-doped fiber amplifier (EDFA).

INTRODUCTION

The capacity of fiber optical communication systems has undergone enormous growth during the last few years in response to huge capacity demand for data transmission (Cisco Systems, 2010). With the available WDM components, commercial systems transport more than 100 channels over a single fiber (Bobrovs et al., 2009). Hence, the installed systems of the type can be upgraded many times without adding a new fiber, which makes it possible to build inexpensive WDM systems with much greater capacity (Azadeh, 2009). Increasing the number of channels in such systems will eventually result in the usage of optical signal demultiplexing components with greater values of optical attenuation. Additionally to this, when transmitted over long distances, the optical signal is highly attenuated, and, therefore, to restore the optical power budget it is necessary to implement optical signal amplification. At the choice of signal amplification method for the wavelength division multiplexing (WDM) systems the preference is given to the class of erbium-doped fiber amplifiers (EDFAs). These amplifiers are low-noise, almost insensitive to polarization of the signal and can be relatively simply realized (Dutta et al., 2003). Besides providing gain at 1550 nm, in the low-loss window of a silica fiber such amplifier allows achieving such gain in a band wider than 4000 GHz. To ensure the required level of amplification over the frequency band used for transmission it is highly important to choose the optimal configuration of the EDFAs, as the flatness and the level of the obtained amplification, and the amount of EDFA produced noise are highly dependent on each of the many parameters of the amplifier. In this article the authors investigate the behavior of EDFAs depending on
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such amplifier parameters as input optical power, power and wavelength of the pumping radiation, length of the EDF and the achieved level of erbium population inversion.

MAIN COMPONENTS OF ERBIUM-DOPED FIBER AMPLIFIER

The amplifier under consideration consists of a fiber having a silica glass host core doped with active Er ions as the gain medium (Becker et al., 1999). The erbium-doped fiber is usually pumped by semiconductor lasers at 980 nm or 1480 nm. The signal is amplified while propagating along a short span of such a fiber (Agrawal, 2002). A simplified scheme of the EDFA is displayed in Figure 1.

In the scheme, the amplifier is pumped by a semiconductor laser, which is complemented with a wavelength selective coupler (also known as the WDM coupler) which combines the pump laser light with the signal light. The pump light propagates either in the same direction as the signal (co-propagation) or in the opposite direction (counter-propagation). Optical isolators are used to prevent oscillations and excessive noise due to unwanted reflections (Mukherjee, 2006).

The main condition that should be fulfilled to ensure the optical power transfer to the signal is that the erbium atoms are to be in the excited state. The excitation is performed by a powerful pumping laser with a corresponding radiation wavelength of 980 nm or 1480 nm. The pump laser diode, as shown in Figure 1, generates a high-power beam of light at such a wavelength that the erbium ions absorb it and reach the excited state. When the photons belonging to the signal meet the excited erbium atoms, these atoms give up a portion of their energy to the signal and return to a lower-energy state (Figure 2). Erbium gives up its energy in the form of additional photons which have exactly the same phase and direction as the signal being amplified. So the signal is amplified along its direction of travel only. The pumping laser power is usually controlled via feedback (Trifonovs et al., 2011).

The gain spectrum of EDFAs is determined by the molecular structure of the doped fiber, and is strictly wavelength-dependent. The main disadvantage of EDFAs is that even though their gain spectrum bandwidth can reach 4000 GHz, it is highly wavelength dependent, and obtaining relatively flat gain spectrum over a wide wavelength band can become complicated. This problem can be solved by supplementing the EDFA with another type of amplifier, that is, distributed Raman amplifier, the gain spectrum of which can be varied in a way to obtain flat overall gain over the desired wavelength band. Such solution will also increase the achievable level of amplification, but one must always...
take into account the accumulating impact of fiber nonlinearity (Bobrovs et al., 2013).

Due to the wavelength dependency of the gain, EDFAs can ensure amplification of individual channels and, therefore, no cross-gain saturation will occur during the process of amplification. Due to a relatively long spontaneous carrier lifetime in silica fibers, this allows achieving high gain for a weak signal with low noise figure, which represents the difference in signal-noise ratio at the input and output of the device under consideration (Bobrovs et al., 2013).

REALIZATION OF EDFA AND EXPERIMENTAL MEASUREMENT SCHEME

Experimental results for investigation of EDFA performance dependence on the parameters of the amplifier were obtained by introducing a simulation model of a single channel optical transmission system, and comparing the obtained results with results obtained in a real-life experiment. Afterwards a simulation model of a 4 channel WDM transmission system was introduced to assess the performance of the EDFA, when it is used as an in-line optical amplifier in a multichannel WDM system.

Simulation of the EDFA amplifier was done with the help of RSoft Design Group OptSim™ software. This software offers two simulation modes: The sample mode and the block mode. The latter was used since it allows observing and studying the EDFA intrinsic processes: The pump power and amplification propagation as well as appearance of ASE (amplified spontaneous emission) noise and its evolution along the fiber (OptSim User Guide, 2008).

For studying the EDFA parameters and their impact on the total signal amplification and the ASE noise increase, a one-channel optical link scheme was developed. As shown in Figure 3, the scheme contains three main sections: transmitter, amplifier, and receiver sections.

The transmitter section consists of a binary data source and a non-return-to-zero (NRZ) on-off keying optical signal source. The data source generates 2.5 Gbit/s data flow. The NRZ version was chosen because it is the most popular code method used in optical transmission systems and due to its comparatively simple realization (Bobrovs et al., 2011). The signal wavelength $\lambda = 1535$ nm corresponds to the C optical band (Mukherjee, 2006). The power of optical signal was set to $-30$ dBm (a typical value for a weak signal to reach the amplifier).

The receiver section consists of a PIN photodiode, a preamplifier and a Bessel’s filter, grouped together in one receiver (Bobrovs et al., 2010). The measuring elements were placed before and after the amplifier in order to detect changes of parameters of the amplified signal that occur in the EDF (Udalcovs et al., 2011).

The simulation results are compared with those of experimental measurements in an EDFA scheme (also consisting of transmitter, amplifier and receiver sections (the latter is represented by an optical spectrum analyser) as shown in Figure 4.

For realization of the amplifier, an HWT-FIB-EDF-741 erbium doped fiber (intended for the C optical band) was used. The scheme parameters were the same as in the simulation. A 1480 nm co-propagating laser with the maximum output power of 14 dBm was taken so that the erbium ions achieve the excited state. A 0 to 30 dB signal attenuator was employed in order to acquire a low input signal power at the input of the amplifier. The signal power at the input of the amplifier was sufficient to study EDFA parameters and to provide a good erbium population inversion in a 4 m EDF.

During the first simulation, the EDFA ability to amplify optical signal at different power levels was investigated. The amplified signal power at the EDFA input was increased from -40 to 0 dBm with 4 dB steps. The
The obtained dependences are shown in Figures 5 and 6.

In Figure 5 amplification is seen to decrease, which is due to insufficient erbium inversion, but as can be seen in Figure 6 the optical signal power at the output of the amplifier has increased. The character of this increase clearly indicates that when the input signal power is larger than -20 dBm the EDFA with the previously described configuration is operating close to its saturation mode.

The EDFA graphs with different input signal levels (-40, -20 and 0 dBm) were created to show the intrinsic process in detail (Figure 7). In this figure it could be seen that with increasing input signal power level at the pumping laser power and EDF length being constant, the total Erbium inversion is decreasing.

The co- and counter-propagating ASE noise figures (NFs) are decreasing almost proportionally to the increase in the input signal power: a more powerful signal uses more excited erbium to gain amplification, while less excited erbium remains for the amplification of spontaneous emission (Figure 8).

Although experimental measurements and the performed simulation have shown similar results, the experimental equipment setup and the simulation setup were slightly different. Therefore, a second simulation was needed the parameters of which would be based on the experimental EDFA amplifier model created at the Fiber Optics Transmission Systems Laboratory.

As can be seen in Figure 9, the highest level of amplification achieved with the experimental EDFA scheme is only 5.7 dB, while the simulation gives 6.1 dB. This can be explained by low power of the 1480 nm pump laser and short EDF fiber span (4 m).

Figure 10 shows the optical power spectra obtained in the second simulation and in the experimental scheme. It can be seen that the pump power is almost constant when the input signal power is increased, whereas the total ASE noise power decreases (red line). The ASE peak at 1530 nm in Figure 10b and d is not so explicit as in Figure 10a and c. This means that the excited erbium that was wasted on the ASE amplification now starts to amplify a stronger input signal (Figure 10a and c).

The EDFA produced amplification is more efficient for weaker signals than for stronger ones: In the former case the signal gain can reach ≥ 40dB. However, in this case EDFA will produce a large amount of ASE noise - up to 30 dB more than in the case where a 0 dBm optical signal was amplified. In the case of only one in-line amplifier no severe degradation of system performance would be expected. A weak signal will be amplified and, having a relatively low noise level, will reach the receiver maintaining the required quality of the signal. However, if there are many in-line amplifiers, extra care should be taken of the signal level at their input. If it is less than -20 dBm, EDFA will add additional ASE noise of relatively high power which will spread further along with the signal. A next EDFA will amplify ASE noise in the signal spectrum together with the signal, also creating an additional portion of ASE. This will cause severe signal-
to-noise ratio degradation.

In the second experiment, the dependences of amplification and noise on the EDF length (varied from 5 to 30 m with a 5 m step) were investigated. Other parameters were kept constant. The obtained results are shown in Figure 10a and b.

The maximum amplification with chosen parameters was achieved for the 15 m long EDF. In turn, the noise figure (the relation of signal-to-noise ratio before and after amplification) increased with the EDF length.

To analyze the dependences shown in Figure 11, EDFA internal erbium density state graphs were obtained (Figure 12). At the EDF length of 5m (Figure 12a) all erbium is in excited state. The signal obtains only half of the achievable gain in such a short fiber span; in turn, the ASE noise level is quite low. This shows that the EDFA is
operating in the saturation mode, with almost 100% inversion and the amplification being homogeneous throughout the EDF.

When the length of the EDF was increased to 20 m (Figure 12b) at the 15th meter of the EDF signal amplification achieves its maximum, while the amount of excited erbium ions is approaching that of the base state erbium – from this point on the EDFA does not amplify the signal. Counter-propagating ASE also leads to the inversion decrease at the beginning (first 0-5 m) of the EDF fiber. In the case of a 30 m long EDF (Figure 12c) starting from 15 m and to the end of the fiber, erbium inversion was lower than 50% and signal absorption took place. In this case the EDF absorbs the signal together with ASE noise.

During the third simulation, different pumping laser configurations were analyzed. The optical power, direction and wavelength of the pump were changed, while other simulation parameters were kept constant. Aggregated information is placed in Table 1. To provide the same amplification, a 1480 nm laser requires longer erbium-doped fiber than a 980 nm one. In the case of 980 nm laser, exciting erbium to a higher energy state requires less energy than in the case of 1480 nm laser at the same laser power, so the use of 980 nm wavelength will ensure a higher level of amplification. At the same
time, using 1480 nm lasers a higher laser power can be applied and even greater output signal level can be achieved. Combined laser pumping, as was expected, gave the largest signal amplification since it provided larger erbium inversion along the erbium-doped fiber length.

The lowest NF was achieved in the case of 980 nm co-propagation laser. The highest NF was observed in the case of 1480 nm counter-propagating pumping radiation. Combined pumping showed the best results because it provides high erbium inversion along EDF fiber, and, therefore, the highest gain of all observed pumping configurations and a good noise ratio. The 1480 nm laser allowed achieving a high level of amplification, however produced more noise. Therefore, in a two-laser setup the 1480 nm laser is better to connect in the counter-propagating direction.

**REALIZATION OF A 2.5 GBIT/S WDM SYSTEM WITH IN-LINE EDFA**

The WDM transmission system under attention was composed of four 2.5 Gbit/s WDM channels with 50 GHz channel spacing. The line length was 400 km. The impact of dispersion was compensated with the help of a dispersion compensating fiber (DCF). The simplified (does not include all the measurement components) simulation scheme of the 4 channel DWDM transmission system under attention is displayed in Figure 13. Each channel has its own corresponding transmitter and receiver. In the transmitter block the logical signal was
Table 1. Simulation results for -30 dBm 1535 nm signal at the input of EDFA.

<table>
<thead>
<tr>
<th>Pumping laser</th>
<th>Laser power, mW</th>
<th>Output signal, dBm</th>
<th>Co-prop. ASE, dBm</th>
<th>Counter-prop. ASE, dBm</th>
<th>Co-prop. ASE at 1535 nm dBm</th>
<th>Noise figure, dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-prop. 980 nm laser</td>
<td>10</td>
<td>-0.65</td>
<td>-3</td>
<td>2</td>
<td>-15</td>
<td>3.779</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>9.1</td>
<td>6</td>
<td>10</td>
<td>-6</td>
<td>3.776</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>12.7</td>
<td>10</td>
<td>13</td>
<td>-2</td>
<td>3.733</td>
</tr>
<tr>
<td>Counter-prop 980 nm laser</td>
<td>10</td>
<td>-0.65</td>
<td>-2</td>
<td>2.5</td>
<td>-10</td>
<td>8.9</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>9.4</td>
<td>9.4</td>
<td>7</td>
<td>-4</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>13</td>
<td>12</td>
<td>11</td>
<td>0</td>
<td>5.6</td>
</tr>
<tr>
<td>Co-prop. 1480 nm laser</td>
<td>10</td>
<td>-7.2</td>
<td>0</td>
<td>4</td>
<td>-18</td>
<td>6.79</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>6.8</td>
<td>9</td>
<td>11</td>
<td>-5</td>
<td>6.72</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>11</td>
<td>12</td>
<td>15</td>
<td>-1</td>
<td>6.57</td>
</tr>
<tr>
<td>Counter-prop 1480 nm laser</td>
<td>10</td>
<td>-7.3</td>
<td>4</td>
<td>0</td>
<td>-12</td>
<td>13.5</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>6.9</td>
<td>11</td>
<td>10</td>
<td>-2</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>11.1</td>
<td>14</td>
<td>12.5</td>
<td>1</td>
<td>8.3</td>
</tr>
<tr>
<td>Co-prop. 980 nm and Counter-prop 1480 nm</td>
<td>10</td>
<td>1.68</td>
<td>5</td>
<td>7</td>
<td>-11</td>
<td>5.235</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>11.1</td>
<td>11</td>
<td>15</td>
<td>-2</td>
<td>5.300</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>14.7</td>
<td>14.5</td>
<td>18</td>
<td>2</td>
<td>5.205</td>
</tr>
<tr>
<td>Co-prop. 1480 nm and Counter-prop 1480 nm</td>
<td>10</td>
<td>1.74</td>
<td>7</td>
<td>5</td>
<td>-8</td>
<td>7.57</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>11.2</td>
<td>14</td>
<td>12.5</td>
<td>0</td>
<td>7.24</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>14.9</td>
<td>15.5</td>
<td>15</td>
<td>4</td>
<td>7.06</td>
</tr>
</tbody>
</table>

Figure 13. A simplified simulation model of the 400km 4-channel WDM system with EDFA amplifiers.

sent to the electrical signal generator, that produced the NRZ coded electrical signal to be sent to the input of a Mach-Zehnder modulator, which modulates the output light of a continuous wave (CW) laser. Each laser is operating at its own wavelength: 1555.7, 1555.3, 1554.9 and 1554.5 nm. At the output of modulator a ready for transmission optical signal is produced.

The four generated optical signals are combined into
one via a WDM multiplexer which transmits signals of only definite wavelengths and filters out the laser-produced noise. Combined signals with the optical power level around ~6.5 dBm are sent to a 200 mW optical power EDF amplifier, where a 20 dB optical signal gain is obtained. This was required to reduce ASE noise that occurs in the amplification process. Then the amplified signal propagates over 80 km of a single-mode optical fiber (SMF).

A 20 km long dispersion compensating fiber was placed after 80 km of the standard SMF to compensate the cumulated dispersion. Although the usage of DCF has negative impact on the optical power budget of the transmission system under attention, the negative dispersion of such specific fibers compensates the cumulated positive dispersion of the standard SMF. After 100 km (80 km + 20 km) of the optical line, signals are amplified by an EDFA with variable power and constant other parameters. A 980 nm co-propagating pump laser and a 25 m long erbium-doped fiber were used in this simulation. In the scheme, the SMF-DCF-EDFA section is repeated four times.

After processing through the respective four loops the signal is demultiplexed. The ASE noise that has accumulated while the signal was propagating through the four sections is filtered out outside the spectra of the transmitted signals. Each optical signal is directed to the corresponding receiver and converted into electrical current. Different measuring elements are located throughout the WDM system for monitoring of noise and signal power levels and the signal quality, as well as tracking all changes in the optical line.

By increasing simultaneously the laser power of all four EDFAs from 40 mW to 120 mW with steps of 20 mW, signal amplification and noise figures were obtained for each EDFA amplifier in the scheme. It was found that both signal and noise amplification had increased; however, the power level of signal gradually decreased, while the noise power increased with each following stage of amplification. In all simulation cases, even at the maximum EDFA pumping power, the power levels of all 4 WDM channels decreased while propagating along the system (Figure 14a and b). This evidences that ASE noise gradually took over most of EDF provided erbium population inversion and left little of it for signal amplification. Therefore, the experiment has proved the necessity of filtering ASE after each amplification stage. Figure 14a and b show the evolution of signal power along a 400 km transmission line. The SMF and DCF optical attenuation was 0.25 and 0.5 dB/km, respectively. The EDFA provided gain was almost identical for all four channels of the transmitted signal, but at the end of line a slight variation in the power level between the channels was observed.

The evolution of the cumulated chromatic dispersion along the transmission line under test is shown in Figure 15. It can be seen that the EDFA had no strong influence on the signal dispersion, which increased up to 1380 ps/nm while the signal was propagating through 80 km SMF spans, and then decreased rapidly at signal’s propagation through the DCF. Only 15 ps/nm of the
Table 2. Optical power and noise figure values of demultiplexed signals.

<table>
<thead>
<tr>
<th>Channel number / wavelength</th>
<th>EDFA laser power P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P = 40 mW</td>
</tr>
<tr>
<td>Demultiplexed signal optical power (dBm)</td>
<td></td>
</tr>
<tr>
<td>Channel / 1555.7 nm</td>
<td>-14.71</td>
</tr>
<tr>
<td>Channel / 1555.3 nm</td>
<td>-15.36</td>
</tr>
<tr>
<td>Channel / 1554.9 nm</td>
<td>-15.86</td>
</tr>
<tr>
<td>Channel / 1554.5 nm</td>
<td>-16.44</td>
</tr>
<tr>
<td>Noise figure value of demultiplexed signal (dB)</td>
<td></td>
</tr>
<tr>
<td>Channel 1/ 1555.7 nm</td>
<td>19.74</td>
</tr>
<tr>
<td>Channel 2/ 1555.3 nm</td>
<td>21.09</td>
</tr>
<tr>
<td>Channel 3/ 1554.9 nm</td>
<td>21.07</td>
</tr>
<tr>
<td>Channel 4/ 1554.5 nm</td>
<td>21.46</td>
</tr>
</tbody>
</table>

cumulated dispersion was observed at the input of the receiver block.

Table 2 shows that together with the pumping power of the EDFA also the power of amplified channels increases. It is highly important that the power levels equalize, which is caused by the amplifier saturation effect. This shows that at higher pumping levels a smoother gain spectrum can be obtained for a definite frequency band.

Higher power levels also result in an NF decrease, since the amplifiers were operating in the saturation mode, where most of the population inversion was used for signal amplification; hence, only a minor portion was spent on generation and amplification of ASE.

From Table 2 it also can be seen that difference in amplification over the bandwidth of 1.2 nm used for transmission has reached 1.34 dB. Our previous studies have shown that supplementing the EDFA with a distributed Raman amplifier, the gain spectrum of which can be changed by varying the parameters of the pump, can severely reduce the overall gain difference (Bobrovs et al., 2013).

The obtained experimental results show that at least the -20 dBm power of the transmitted signal is required at the input of each amplifier in order to ensure the appropriate performance of a WDM system with several EDFA in-line amplifiers. It was found that for a lower signal power the generated ASE noise is greater at the output of the amplifier. To ensure a higher optical power level of the transmitted signal at the input of the in-line amplifiers the use of optical power boosters at the output of the transmitter is a good solution.

1. With increasing signal power at the EDFA input the gain and the generated ASE noise are decreasing. According to our observations, the most effective way to decrease the ASE noise generated by the amplifier is to ensure the required signal power at its input.

2. For any pump power of the EDFA there exists an optimal length of the erbium-doped fiber. In the cases when it is too short the whole potential of the EDFA amplifier cannot be fully realized and a portion of the pumping radiation will be wasted. In the cases when the EDF length exceeds the optimal value, the required level of population inversion cannot be achieved over the whole EDF, which may cause absorption of the amplified signal.

3. The use of a 980 nm co-propagating pumping radiation is the most efficient solution for single pump EDFAs. In comparison with the 1480 nm pump, the former can ensure a higher level of amplification along with less generated ASE noise at the same level of pump power.

4. In multichannel WDM systems with EDFAs the level of amplification is not equal for all channels of the amplified signal. The obtained results have shown that it is possible to reduce this difference by providing an appropriate configuration of the amplifier at which a proper level of population inversion is achieved. This will lead to changes in the shape of the EDFA gain spectrum, and at a definite inversion level of erbium ions the least achievable difference can be obtained.

5. In the system with multiple amplification stages the level of ASE noise generated by EDFA gradually accumulates along the transmission line. Each subsequent EDFA not only generates a new portion of the ASE noise, but also amplifies the incoming ASE produced by the previous EDFA. Some its portion can be filtered out; however, the ASE spectral components whose wavelengths correspond to those of the amplified channels cannot be removed by optical filters. The proposed solution of this problem is to ensure high enough signal power at the input of the amplifier in order
to keep the total ASE level low and to place optical filters after each stage of amplification.
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Investigation of Kenyan bentonite in adsorption of some heavy metals in aqueous systems using cyclic voltammetric techniques
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Potential application of Kenyan bentonite for adsorption of iron, cobalt, copper, nickel and zinc and for analysis of electroactive species in water from a polluted water course using a 3-electrode potentiostat and cyclic voltammetry was studied. Polished carbon graphite electrodes were used either bare or modified with Kenyan bentonite using an electrochemically inert adhesive to a thickness of about 0.8 mm. These were used to prepare calibration curves of iron, cobalt, copper, nickel and zinc by plotting cyclic voltammograms of the ions at different concentrations and using 0.1 M sulphuric acid as supporting electrolyte. The slopes of the curves from bentonite-modified electrodes were observed to be higher than those obtained from bare carbon electrodes by a factor of between 1.7 and 24, implying that bentonite enhanced electron transfer kinetics of the metal ions. It was also observed that the magnitude of the ratio depended on the proximity of the element to either filled or half-filled 3d orbitals, which implied that a chemical reaction may have taken place between the bentonite and the ions (chemisorption). Carbon graphite electrodes were modified with bentonite that had been soaked in water samples from a polluted water course at a ratio of 1:1 w/w. The cyclic voltammograms showed clear oxidative and reductive peaks indicating that electroactive species that previously could not be detected on the potentiostat were pre-concentrated on the bentonite and could thus be detected. Thus Kenyan bentonite is observed to chemically adsorb zinc, cobalt, copper, nickel and iron species in aqueous solution and can be used to monitor electroactive pollutants in aqueous systems using electroanalytical techniques.

Key words: Bentonite, heavy metals, surface modified electrodes, cyclic voltammetry, preconcentration, adsorption.

INTRODUCTION

According to the Global Environment Assessment Report (UNEP/GEMS, 1991) in developing countries, untreated water is the most commonly-encountered health threat and causes about 25,000 deaths per day due to water-borne diseases. Some of the pollutants that should be monitored regularly are heavy metals, as they have been known to be toxic especially when present in high levels (Normandin, 2004; Elbetieba and Al-Hammod, 1997;
Cyclic voltammetry is a versatile electro-analytical technique for the study of electro-active species, and has been labeled ‘electrochemical spectroscopy’ (Orata and Segor, 1999). Modified electrodes, that is, electrodes on whose surfaces that chemical species has been deliberately immobilized have been used to facilitate electron transfer from bacteria to electrodes (Heinze and Muller, 1998), as sensors (Guo et al., 2013; Rezaei et al., 2013), catalysts (Rahul et al., 2007) and to provide new methods of analysis (Nada et al., 2007; Kuralay et al., 2013; Oukil et al., 2007). Modified electrode surfaces can act as preconcentrating surfaces in which the analyte species is collected and concentrated on the electrode. The collected analyte is subsequently measured by the electrochemical response to a potential step or sweep.

Bentonite is a clay where the principal exchangeable cation is sodium. It has been used together with pure Bottom Ash (BA) as a land fill cover (Puma et al., 2013). It has also been used in modification of electrodes for various purposes, for example catalysis and photocatalysis (Li et al., 2013; Boz et al., 2013). It has also been used to remove pollutants from waste waters (Jovic-Jovicic et al., 2013; Zhang et al., 2013; Shi et al., 2013; Reitzel et al., 2013). Kenyan bentonite has been used, with good results, to modify electrodes for electrodeposition of polyaniline (Orata and Segor, 1999). However, the same has not been used to monitor other species like cations in aqueous systems. In this project, electrodes modified using Kenyan bentonite were used to monitor adsorption and preconcentration of iron, nickel, copper, cobalt and zinc in aqueous systems. It was used to analyze electroactive species from a polluted water course could through electrochemical means. Cyclic voltammetry was used to monitor heavy metals in aqueous systems using Kenyan bentonite - modified electrodes.

### EXPERIMENTAL

All reagents used in the experiments were of analytical grade and were used without further purification. The water used to prepare the solutions was triply distilled and the experiments were performed in triplicate. The instruments used included a Princeton Applied Research (PAR) model 173 potentiostat/galvanostat, a logarithmic current converter model 396 that controlled the current, a PAR model 175 universal programmer and a PAR RE 0089 X-Y recorder. For the super dry conditions, a PAR model 362 scanning potentiostat/galvanostat and a Fluke and Philips PM 8271XY1 recorder were used for electrochemical control and data recording respectively. Bentonite was obtained from Athi River Mining Co. Ltd., (Kenya) with a mesh size of 150 to 200 μm; a Cationic Exchange Capacity, CEC of 1.118 to 1.22 mM/g, a pH of 8.4 to 9.6 and a density of 1.15 g/cm³. The elemental composition is shown in Table 1. The bare carbon graphite electrode of surface area of 0.38 cm² was polished on a felt polishing cloth containing alumina.

### Determination of type of reaction

To establish whether or not the reaction was diffusion –controlled, a 1,10 - phenanthenrole complex of iron (BDH, England) was prepared by mixing 1 mg/L Fe²⁺ solution with 3 mg/L 1,10 – Phenanthenrole. The cyclic voltammetric response was recorded by scanning from -0.20V to + 0.85V at scan rates of 5, 10, 20, 50 and 100 mV/s using polished carbon graphite electrodes and 0.1 M H₂SO₄ as supporting electrolyte. A plot of peak current versus the square root of the scan rate was plotted.

### Calibration curves

Calibration curves indicating variation of concentration with anodic peak current were plotted for both the non-modified and modified electrodes. 1000 mg/L stock solutions each of copper sulphate, cobaltous sulphate, zinc sulphate, nickel nitrate and ferrous sulphate all from BDH Chemicals were prepared. Lower concentrations ranging from 10 to 50 mg/L of each of the above solutions were obtained by appropriate dilution.

The bentonite-modified electrodes were formed using a slurry solution composed of 1 ml of an electrochemically inert adhesive from Henkel, Kenya with 0.1 g of bentonite. The mixture was spread on the surface of a polished carbon graphite electrode up to a thickness of about 0.8 mm and air-dried for 12 h. The surface area of the modified electrode was approximately 0.64 mm². For non-modified electrodes, polished carbon graphite electrodes were used. For both working electrodes (modified and bare carbon), cyclic voltammograms of the different concentrations were obtained using the appropriate scan window depending on the oxidative (and

<table>
<thead>
<tr>
<th>Element</th>
<th>Concentration (mg/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>8.350</td>
</tr>
<tr>
<td>Na</td>
<td>10.855</td>
</tr>
<tr>
<td>Ca</td>
<td>37.000</td>
</tr>
<tr>
<td>Mn</td>
<td>0.581</td>
</tr>
<tr>
<td>Fe</td>
<td>50.500</td>
</tr>
<tr>
<td>Al</td>
<td>171.100</td>
</tr>
<tr>
<td>Ni</td>
<td>0.016</td>
</tr>
<tr>
<td>Cu</td>
<td>0.069</td>
</tr>
<tr>
<td>Zn</td>
<td>0.096</td>
</tr>
<tr>
<td>Mg</td>
<td>16.500</td>
</tr>
<tr>
<td>Pb</td>
<td>0.021</td>
</tr>
<tr>
<td>V</td>
<td>0.124</td>
</tr>
<tr>
<td>Cr</td>
<td>0.068</td>
</tr>
<tr>
<td>Rb</td>
<td>0.069</td>
</tr>
<tr>
<td>Sr</td>
<td>0.313</td>
</tr>
<tr>
<td>Zr</td>
<td>0.142</td>
</tr>
<tr>
<td>Ti</td>
<td>8.100</td>
</tr>
<tr>
<td>Ba</td>
<td>3.776</td>
</tr>
<tr>
<td>SiO₂</td>
<td>469.710</td>
</tr>
<tr>
<td>P₂O₅</td>
<td>0.569</td>
</tr>
</tbody>
</table>

Table 1. Composition of bentonite.
Table 2. Scanning potential range for various metal ions.

<table>
<thead>
<tr>
<th>Metal ion</th>
<th>Cu</th>
<th>Zn</th>
<th>Ni</th>
<th>Fe</th>
<th>Co</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan range (v)</td>
<td>-0.4 - 0.75</td>
<td>-1.5 - 0.75</td>
<td>-0.2 - 0.75</td>
<td>-0.4 - 0.75</td>
<td>-0.2 - 0.75</td>
</tr>
</tbody>
</table>

Figure 1. Anodic peak current versus square root of scan rate for 1,10-phenanthroline – complex.

the non-modified and modified electrodes are shown in Figure 2. The voltammograms for the modified electrodes looked slightly different from those of the modified electrodes and some of them had different oxidation/reduction peaks (Table 3). This could be attributed to the fact that bentonite is a carrier of electroactive species as part of its elemental composition (Table 1), and also the pH of the bentonite (8.4 – 9.6) may cause a change in the potential of the peaks, since pH generally affects adsorption and catalysis (Jovic-Jovicic et al., 2013; Soetaredjo et al., 2011). pH is also known to affect the stability of various species of elements (Millero, 2001). This may explain the different (predominant) peaks in the ions observed. Copper, for example has the predominant peak at a potential of 0.025 mV vs CE on bare carbon (pH of solution about 6) while at higher pH (pH of bentonite, 8.4 – 9.6) the predominant species is observed to have a potential of about 0.40 mV vs CE.

Another example is zinc, whose predominant species is observed to have a potential of -0.998 mV vs CE at neutral pH, while in the presence of bentonite (higher pH) the predominant species is observed to have a much higher potential of -0.143 mV vs CE. The other metal ions studied also showed some variation, which could likewise be attributed to a pH change. It may also have been due to interaction of the ions with the elements which make up the structure of bentonite (Table 1). Straight line calibration curves were obtained for all the metal ions studied. Some of the curves are indicated in Figure 3. The constants (slopes) for the calibration curves for the various metal ions are shown in Table 4.

RESULTS AND DISCUSSION

Investigation of the nature of reaction

In the study to determine the nature of reaction of the metal ion at the surface of the bare carbon electrode with 1, 10-phenanthroline – Fe complex, it was observed that the peak current was linear to the square root of scan rate implying that the process was diffusion controlled as per the Cottrell equation (Cottrell, 1903) (Figure 1).

Pre-soaking of bentonite on water samples

To investigate the ability of Kenyan bentonite to improve electron-transfer kinetics of the electro-active species in water samples, 50 g of bentonite was added to 50 ml of water from a polluted water course in Nairobi, Kenya. The mixture was continuously agitated for 24 h to ensure homogeneity. The slurry obtained was air-dried for 12 h and crushed to a homogeneous powder. The powder was used to modify electrodes and cyclic voltammograms obtained, using 0.1 M sulphuric acid as supporting electrolyte, from -1.5V to +0.8V.

Calibration curves: Comparison between modified and non-modified electrodes

Cyclic voltammograms obtained for Fe ions using both reductive) potentials observed for the metal ion (Table 2) at a scan rate of 10 mV/s. All the voltammograms were obtained after 5 min of equilibration.

reductive) potentials observed for the metal ion (Table 2) at a scan rate of 10 mV/s. All the voltammograms were obtained after 5 min of equilibration.
Figure 2. Cyclic voltammogram for Fe for unmodified (i) and modified (ii) electrodes.

Table 3. Anodic peak potentials of the metal ions $E_p$ = of the non-modified electrode; $E_p$ (CME) = of the modified electrode.

<table>
<thead>
<tr>
<th>Metal ion</th>
<th>Cu</th>
<th>Zn</th>
<th>Ni</th>
<th>Fe</th>
<th>Co</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_p$ (V)</td>
<td>(0.025±0.001)*</td>
<td>-0.998±0.020</td>
<td>0.450±0.025</td>
<td>0.420±0.032</td>
<td>0.590±0.071</td>
</tr>
<tr>
<td>$E_p$(CME)(V)</td>
<td>(0.462±0.010)*</td>
<td>-0.143±0.035</td>
<td>0.464±0.040</td>
<td>0.414±0.089</td>
<td>0.386±0.009</td>
</tr>
</tbody>
</table>

* A number of peaks were observed. The largest peak was used to obtain the calibration curve.

Figure 3a. Peak current vs copper concentration for (i) unmodified and (ii) unmodified electrodes.

Figure 3b. Peak current versus zinc concentration for (i) unmodified and (ii) modified electrodes.
Table 4. Values for slopes obtained in calibration curves for bare carbon and for the modified electrodes.

<table>
<thead>
<tr>
<th>Slope(µA/mg/L)</th>
<th>Cu</th>
<th>Zn</th>
<th>Ni</th>
<th>Fe</th>
<th>Co</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope (bare C)</td>
<td>0.402</td>
<td>0.124</td>
<td>0.413</td>
<td>0.905</td>
<td>0.023</td>
</tr>
<tr>
<td>Slope (CME)</td>
<td>2.878</td>
<td>2.986</td>
<td>0.736</td>
<td>6.67</td>
<td>0.196</td>
</tr>
<tr>
<td>Ratio: CME/bare C*</td>
<td>7.159</td>
<td>24.081</td>
<td>1.782</td>
<td>7.370</td>
<td>8.521</td>
</tr>
</tbody>
</table>

* No units.

Table 5. Some peaks observed for the samples from Water samples preconcentrated on bentonite.

<table>
<thead>
<tr>
<th>Site number</th>
<th>Anodic peak voltage vs SCE(v) (±0.001)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.498, -0.114, 0.057, 0.100, 0.192, 0.541, 0.584, 0.683</td>
</tr>
<tr>
<td>2</td>
<td>-0.484, -0.107, 0.029, 0.085, 0.256, 0.355, 0.427, 0.470</td>
</tr>
<tr>
<td>3</td>
<td>-0.455, 0.0285, 0.071, 0.114, 0.182, 0.455, 0.541</td>
</tr>
<tr>
<td>4</td>
<td>-0.498, -0.128, 0.114, 0.142, 0.413, 0.463</td>
</tr>
<tr>
<td>5</td>
<td>-0.484, -0.228, 0.085, 0.128, 0.185, 0.227, 0.389, 0.427</td>
</tr>
<tr>
<td>6</td>
<td>-0.455, -0.313, -0.128, 0, 0.043, 0.085, 0.128, 0.399, 0.455</td>
</tr>
</tbody>
</table>

It is observed that the CME/bare carbon ratio is greater than one in all the metal ions investigated, indicating that the concentration of the analyte is higher in the bentonite matrix than in solution, a factor that indicates that bentonite enhances the electron transfer kinetics of the metal ions investigated (Orata and Segor, 1999). This may indicate that there is preconcentration of electroactive species due to the presence of bentonite by factors ranging from 1.782 for nickel to 24.081 for zinc.

It is observed that the more stable the element (the higher the proximity to the stable 3d5 or 3d10 configuration), the higher the ratio between the modified electrode and the bare carbon electrode. An observation which implied that the difference in analyte preconcentration depends on the stability of the metal ion in the periodic table, which may in turn indicate that a chemical reaction takes place between bentonite and the metal ion in question. The mechanism followed by this adsorption may be one proposed by Jovic-Jovicic et al. (2013) and Ma et al. (2011) when they observed adsorption of Pb2+ on bentonite. Most probably the adsorption of the cations follow two mechanisms: cation exchange with inter-layer exchangeable cations and bonding to the silanol or alumino groups at the edge smectite. Jovic-Jovicic et al. (2010a) propose that the molecules they were investigating (RBS) could be adsorbed due to electrostatic interaction of –SO3 groups from the dye with previously adsorbed Pb2+ ions at the edge sites. The reaction they proposed is as follows:

\[ S\text{-OH} + Pb^{2+} + -\text{OSO}_2\text{-dye} \rightarrow S\text{-O-Pb-O-SO}_2\text{-dye} + H^+ \]

The same reaction is proposed in the cations involved in the Kenyan bentonite.

S-OH + M2+ + -X2- \rightarrow SO-M-X + H+

Where M2+ is the metal ion, X2- is the anion in solution and S is the bentonite surface. It is therefore expected that adsorption would be pH-dependent, given that a hydrogen ion is removed as a by-product. This may explain the shift in anodic peak potential for some ions when adsorbed on bentonite.

Preconcentration with water samples

Further experiments were performed to investigate preconcentration of electroactive species from samples of water obtained from sampling sites on a polluted water course in Nairobi, Kenya on bentonite. Some of the peaks observed for each sampling point are given in Table 5. Most aqueous systems contain relatively low concentration of metal ions which may not be detected on a potentiostat, and preconcentration may be necessary in order to elicit a response. It is clear that if bentonite did not adsorb/ preconcentrate [electroactive] species there would be no observable response from the potentiostat. However, for all the bentonite electrodes that had been pre-soaked in the water, clear peaks were obtained (Table 5). These results corroborate those observed by Orata and Segor (1999). Thus bentonite-modified electrodes can be used to monitor pollution levels in, for example, aqueous systems.

CONCLUSION AND RECOMMENDATIONS

Kenyan bentonite was investigated for adsorption and
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