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The gamma ray log has over the years provided the conventional means for shale volume (Vsh) estimation. Knowledge of Vsh is used in the prediction of petrophysical parameters like effective porosity and water saturation, which are the input parameters for the calculation of oil in place. Currently, many studies have been conducted on the Bornu Basin of Nigeria, to access its hydrocarbon potential. Unfortunately, the practice of using best gamma ray log value for the computation of gamma ray index, IGR, and subsequently Vsh estimation incorporates huge uncertainty in the estimated volumes. Uncertainty is best captured when estimates are represented in a possible range rather than single value measurements. To the best of our knowledge, this is the first time shale volume has been estimated from the gamma ray log using sampling techniques. The gamma ray log data of the two upper shaly intervals of the NGAMMAEAST_1 well, which penetrates the Gombe formation of the basin, were utilized for this study. The gamma ray log response of the zone of interest is the uncertain parameter in Vsh estimation. A histogram plot of the uncertain log data was used to assume the probability distribution of the data. In the MATLAB platform, Standard Monte Carlo (MC) and Latin Hypercube sampling techniques were used to model the uncertain log response using random numbers. Possible input log data generated from the distribution of the uncertain log data were used in the linear and non-linear models for shale volume estimation to run a series of simulations to determine the possible range of estimates with their probabilities. The Latin hypercube method has shown to be a quick and accurate alternative method to the standard MC method. The approach presented here sets a guideline for the implementation of a probabilistic approach for the volume of shale estimation.

Key words: Shale volume, Monte Carlo, Latin hypercube, sampling techniques, gamma ray log.

INTRODUCTION

The government of Nigeria has currently reopened its interest in exploring the hydrocarbon potential of the Bornu basin. This basin forms a part of the huge Chad basin. Earlier exploration activities were unsuccessful due to non-commercial discoveries. However, the discovery of commercial quantities of hydrocarbons in other areas of the basin lying in countries like Chad, Niger and the Central African Republic has revived the
the government’s commitment to exploring the basin. The stratigraphy of the basin is made up of different formations (Bima, Fika, Gongila, Kerri-Kerri, Gongila, Yolde, Chad) composed of sandstone, shale, siltstone, and limestone (Adekoya et al., 2014). Detail description of the basin can be found in works published by (Ali and Orazulike, 2011; Hamza and Hamidu, 2012). Over the past few years, there have been intensive studies on various areas of the basin. Ola et al. (2017) evaluated the potential of the source rock at the south-western section of the basin using rock samples from three different wells. The authors identified the area to be predominantly gas-prone with oil shows in one of the wells. Similar results were obtained by Obaje et al. (2004) who studied the quality of source rock using samples from four different wells. Obaje et al. (2004) in their work, identified over 80% of samples from the wells to contain a total organic content above 0.5 wt.%. Mohammed and Tela (2012) used the particle size and the depositional setting of sediments to determine the hydrocarbon potential of the basin. Sanusi and Mickus (2014) used geophysical data to study the structural configuration of the basin while Adepelumi et al. (2011) did a petrophysical analysis of the Gombe formation.

Shale volume (Vsh) estimation is a significant step in formation evaluation. Vsh is an expression of the fraction of the total amount of clay and other particles such as silt to the total rock volume (Szabó, 2011). The estimated Vsh are used in the prediction of petrophysical parameters like effective porosity and water saturation from which the hydrocarbon in place can be estimated (Airuwaili and Alwaheed, 2004). Knowledge of the reservoir shaliness guides in the evaluation of the rock’s quality (Ali and Orazulike 2011). Though Vsh estimation can be done using data from the density-neutron log, spontaneous log, the resistivity log, and other methods, the gamma ray log has served as the conventional means of computing the shale volume. Equation 1 is the linear model for Vsh estimation using the gamma ray log. The model estimates the gamma ray index, IGR, of the shaly interval and assumes it to be the Vsh of the interval (Hamada, 1996; Adam and Bashar, 2017).

\[
I_{GR} = \frac{G - G_{clean sand}}{G_{shale} - G_{clean sand}}
\]

(1)

where \(I_{GR}\) is a gamma ray index, Vsh is the volume of shale, G is gamma ray reading in the zone of interest, \(G_{clean sand}\) is gamma response in clean sand and \(G_{shale}\) is the gamma ray response in shaly or clay bed.

Nonlinear model for Vsh estimation

The linear model approach assumes the formation to contain only shale and clay minerals. This assumption tends to overestimate the shale volume in zones containing other radioactive minerals. A number of non-linear models defined for certain formation ages and geographic areas have been formulated to mitigate the uncertainties associated with the linear model (Worthington, 2008; David et al., 2015). The Larinov models for tertiary and older rocks and the Steiber and Clavier models are given in Equations 2 to 5.

Larinov (1969) for tertiary rocks

\[
V_{sh} = 0.083(2^{1.7I_{GR}} - 1)
\]

(2)

Larinov (1969) for older rocks

\[
V_{sh} = 0.33(2^{2I_{GR}} - 1)
\]

(3)

Steiber (1970)

\[
V_{sh} = \left( \frac{I_{GR}}{3 - 2I_{GR}} \right)
\]

(4)

Clavier (1971)

\[
V_{sh} = 1.7 \left( \frac{3.38 - (I_{GR} + 0.7)^2}{2} \right)
\]

(5)

It can be seen that these non-linear models rely on the computed IGR from the linear model as input for their prediction. However, the common approach of using best gamma ray log value of the zone of interest for IGR computation incorporates huge uncertainty in the estimated IGR, which is, propagated through these non-linear models and hence undermining their accuracy. The conventional approach for Vsh estimation used in the Bornu basin and the petroleum industry at large has been deterministic and performed under huge uncertainty. This has resulted in huge discrepancies in published works. This paper seeks to illustrate the role of sampling techniques in mitigating the uncertainty in the input parameters and to recommend their application in the volume of shale estimation in the Bornu basin and the petroleum industry at large.

Standard Monte Carlo and Latin hypercube techniques

The Standard Monte Carlo (MC) and Latin Hypercube Simulation (LHS) are methods that provide a stochastic approach for uncertainty evaluation. In these techniques, the uncertain parameter is modeled using random numbers. In this way, possible input values obtained are used in a series of simulations to determine a range of estimates with their probabilities. One main advantage of the MC method is that it is independent of the number of input random samples (Alkhatib and King, 2013).
Figure 1. Log data of NGAMMA_1 well.

Table 1. NGAMMAEAST_1 Well Log Data.

<table>
<thead>
<tr>
<th>Sand Unit</th>
<th>Thickness (m)</th>
<th>K (md)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand 1</td>
<td>62.30</td>
<td>9986.74</td>
</tr>
<tr>
<td>Sand 2</td>
<td>131.63</td>
<td>18948.68</td>
</tr>
</tbody>
</table>

K = Permeability.
Source: Adepelumi et al. (2011).

However, it requires large computational times to achieve accuracy due to its low convergence rate, with a convergence rate of $1/\sqrt{N}$, where N is the number of paths or realizations (Xiu, 2007). Also, due to its randomness, it sometimes results in clustering. Unlike the Standard MC, the LHS is a controlled randomization technique. The distribution of the input data is partitioned into even intervals of equal probability. A sample is selected from each interval and used in repeated simulations. The process requires less iteration to achieve accuracy (Nathanail and Rosenbaum, 1991).

**METHODOLOGY**

**Data**

This illustration was done using the NGAMMAEAST_1 well, which penetrates the Gombe formation of the Bornu basin. The log data, obtained from Adepelumi et al. (2011), was made available by the Nigerian National Petroleum Corporation. The log is given in Figure 1. The properties of the zone of interest for this study are reported in Table 1.

**Procedure**

Uncertainty evaluation using the sampling techniques for $I_{GR}$ and $V_{sh}$ computation was illustrated using only the top two shaly intervals of the well; Sand 1 (depth of 475-540 m) and Sand 2 (depth of 540-670 m). From Equation 1, the gamma ray response in the clean sand and that in the shaly interval are assumed constant; 30 and 148 American Petroleum Institute (API) units respectively. The gamma ray log value in the zone of interest is the uncertain input parameter in the volume of shale estimation models. The first step was to determine the distribution of the log data in the zone of interest. For Sand 1, the thickness was divided into 10 equal intervals and three log values were picked from each interval. A histogram of the sampled data was then generated to determine the distribution of the log values. The procedure was repeated for Sand 2 but with 20 divisions. The distributions of the input log values for both sand intervals were assumed to follow the normal distribution, (Figure 2). The probability and cumulative density functions of the
To implement probabilistic techniques, the log data is modeled as random variables. Monte Carlo (MC) and Latin hypercube sampling methods were used to sample from the cumulative distribution of the uncertain input log data. In the case of the LHS technique, the cumulative distribution function of the input log data was divided into 5 intervals of equal probability from which a sample was taken from each interval. These sampled data were then used in the linear model to determine the shale volume of the intervals. The P10, P50, and P90 of the estimates were then computed. The generation of the cumulative distribution and probability density functions of the log data, sampling and simulation were done using the MATLAB.
Table 2. Monte Carlo simulation for sand 1.

<table>
<thead>
<tr>
<th>Percentiles</th>
<th>Vsh</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear (%)</td>
<td>Larinov tertiary (%)</td>
<td>Larinov old (%)</td>
<td>Steiber (%)</td>
<td>Clavier (%)</td>
</tr>
<tr>
<td>P10</td>
<td>16.2</td>
<td>4.0</td>
<td>7.6</td>
<td>6.0</td>
<td>7.7</td>
</tr>
<tr>
<td>P50</td>
<td>25.6</td>
<td>7.5</td>
<td>12.5</td>
<td>10.0</td>
<td>12.6</td>
</tr>
<tr>
<td>P90</td>
<td>34.9</td>
<td>11.7</td>
<td>18.3</td>
<td>14.8</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Table 3. Monte Carlo simulation for sand 2.

<table>
<thead>
<tr>
<th>Percentiles</th>
<th>Vsh</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear (%)</td>
<td>Larinov tertiary (%)</td>
<td>Larinov old (%)</td>
<td>Steiber (%)</td>
<td>Clavier (%)</td>
</tr>
<tr>
<td>P10</td>
<td>5.0</td>
<td>1.5</td>
<td>2.7</td>
<td>2.2</td>
<td>2.7</td>
</tr>
<tr>
<td>P50</td>
<td>19.2</td>
<td>5.6</td>
<td>9.6</td>
<td>7.7</td>
<td>9.7</td>
</tr>
<tr>
<td>P90</td>
<td>35.0</td>
<td>12.5</td>
<td>19.3</td>
<td>15.7</td>
<td>19.6</td>
</tr>
</tbody>
</table>

Table 4. Latin hypercube simulation for sand 1.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Vsh</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear (%)</td>
<td>Larinov tertiary (%)</td>
<td>Larinov old (%)</td>
<td>Steiber (%)</td>
<td>Clavier (%)</td>
</tr>
<tr>
<td>P10</td>
<td>15.7</td>
<td>4.1</td>
<td>7.3</td>
<td>5.9</td>
<td>7.4</td>
</tr>
<tr>
<td>P50</td>
<td>25.0</td>
<td>7.5</td>
<td>12.4</td>
<td>10.0</td>
<td>12.6</td>
</tr>
<tr>
<td>P90</td>
<td>34.2</td>
<td>11.7</td>
<td>18.2</td>
<td>14.7</td>
<td>18.5</td>
</tr>
</tbody>
</table>

Table 5. Latin hypercube simulation for sand 2.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>Vsh</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear (%)</td>
<td>Larinov tertiary (%)</td>
<td>Larinov old (%)</td>
<td>Steiber (%)</td>
<td>Clavier (%)</td>
</tr>
<tr>
<td>P10</td>
<td>1.3</td>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>P50</td>
<td>19.0</td>
<td>5.2</td>
<td>9.0</td>
<td>7.2</td>
<td>9.0</td>
</tr>
<tr>
<td>P90</td>
<td>36.7</td>
<td>13.0</td>
<td>20.0</td>
<td>16.2</td>
<td>20.0</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Determination of Vsh requires the estimation of I_{GR}. For a given I_{GR}, the Vsh is then estimated using different models. The conventional deterministic approach for shale volume estimation is based on user experience, resulting in huge uncertainties. Sampling techniques provide a means of minimizing the error associated with the estimation of the I_{GR} and hence Vsh. Two zones of the Gombe Formation in the Bornu Basin, penetrated by the NGAMMAEAST_1 well have been used to illustrate the significance of sampling techniques in predicting the shaliness of a formation. The performance of two sampling techniques has been studied. The Monte Carlo sampling is based on random sampling from the distribution of the uncertain input data. The MC method requires large iterations to achieve accuracy due to its slow convergence rate. The results in this paper are based on 2000 samples. Over the years, there have been various improvements to the MC technique. LHS is a new technique that tends to approach MC accuracy using fewer data points. Unlike in the deterministic method, which yields single value measurements, probabilistic techniques yield a wide range of estimates with their associated probabilities. These values represent optimistic and pessimistic estimates, which are critical in decision making. The P10, P50 and P90 values for the linear and non-linear models computed from the realizations of the Monte Carlo simulation have been reported in Tables 2 and 3 for Sand 1 and 2 respectively. Similarly, the results from the LHS are reported in Tables 4 and 5 for Sand 1 and 2 respectively. It is observed that
the computed P10, P50 and P90 values are similar for both sampling techniques for Sand 1, though in the Latin hypercube method fewer data points were used. The LHS, therefore, provides an efficient alternative to the conventional MC method. For Sand 2, the computed P50 and P90 using both techniques yielded similar results. However, there were huge variations in the P10 values for all models. Monte Carlo results are reliable in such situations as it uses more data points.

Comparing the results of this study to those in literature for the same well and sand intervals, it was observed that a number of authors have deterministically computed the IGR and subsequently Vsh. In highly heterogeneous formations, the errors associated with this approach are substantial. Results from this study have shown that the linear model for the computation of shale volume, which assumes the Vsh to be linearly proportional to the IGR, overestimates the shale volume. For a given IGR, it is observed that the Larinov model for older rocks and the Clavier model give similar results while the Larinov model for tertiary rocks yields the least estimates.

Conclusion

This work outlines the approach in using sampling techniques in predicting the gamma ray index and subsequently the shaliness of sand intervals in the Bornu Basin of Nigeria. The following conclusions were made:

(i) The conventional deterministic approach in shale volume estimation results in huge errors propagated through the input parameters.
(ii) The probabilistic approach mitigates the uncertainty in the estimate by providing a possible range of estimates with their associated probabilities unlike the single value estimates of the deterministic approach.
(iii) The Latin hypercube technique is a quick approach that provides an efficient means of sampling and uncertainty analysis using fewer data points.
(iv) The linear model overestimates the shale volume.
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Aquifer water influx is an important natural mechanism for primary recovery. It affects the performance of all types of reservoirs, also natural gas reservoirs. Water influx provides pressure support during reservoir depletion, resulting in slower pressure decline. Consequently, gas reservoirs associated with large aquifers show a flattening, cubic behavior of the p/z vs. G_p curve, which allowed the development of the present analytical model. For modelling of water influx into a reservoir, classical models have been developed by many authors. Among the classical models, the unsteady state method of van Everdingen-Hurst was selected to be used in this work, as this is the best suited in terms of solving the diffusivity equation. In order to use the analytical model for comparative purposes, there was a need of calibrating the two unknown parameters, α and β, appearing in the water influx equation. In this work, two workflows were presented for computing water influx in a comparative manner between the unsteady state model of van Everdingen-Hurst and the analytical model. The results showed that the correlation between both models depends on the two unknown parameters, α and β.

Key words: Infinite aquifer, dry gas material balance, cubic cumulative model, water influx.

INTRODUCTION

Most hydrocarbon reservoirs are surrounded by aquifers. Aquifers may in some cases be significantly greater than the gas reservoir, ranging from infinite in size to less than insignificant, with corresponding large to negligible effect on the reservoir performance (Ahmed, 2005).

In reservoirs adjoined by water aquifers, water drive may be the primary production mechanism. In these reservoirs, the production of hydrocarbons causes a pressure drop in the hydrocarbon/water interface. Due to this pressure drop, a pressure differential develops from the surrounding aquifer into the reservoir. Thus, the aquifer reacts by encroaching across the original hydrocarbon-water contact, filling the reservoir pore spaces (Feng et al., 2015).

The invasion of reservoir rock by aquifer water may have a significant impact on reservoir performance.

*Corresponding author. E-mail: isac.tsamba@gmail.com. Tel: +258 826284010/+258 848295401.

Author(s) agree that this article remain permanently open access under the terms of the Creative Commons Attribution License 4.0 International License.
Therefore, water influx into hydrocarbon reservoir must be accurately predicted (Shimada, 2009).

In order to calculate the amount of encroaching water influx, mathematical models (Ahmed, 2005) have been developed by different authors, where the following four models stand out: Schilthuis steady state, van Everdingen and Hurst unsteady state, Carter-Tracy unsteady state and Fetkovich pseudosteady state.

Over the years, water influx models have been improved, Agarwal (1967) presented an analytical simplified model for the material balance of gas reservoir experiencing water influx, further improved and presented by Zonoozi and Blansigame (Blansigame and Zonoozi, 2005).

To use Agarwal’s model for computing water influx is a challenging task. There is a need of calibrating the unknown parameters \( \alpha \) and \( \beta \) for a specific data set. The Agarwal water influx model was further developed in this work, to match the reservoir’s historical production and pressure data when incorporated in the material balance for dry gas reservoirs.

The correct identification of reservoir drive mechanism is crucial in arriving at an accurate estimate of in-place volumes (Alattar, 2009). Ignoring the possibility of water influx can lead to a significant over-estimation of gas initially in place (Istiak et al., 2016). For that reason, correct estimation of gas initially in place (GIIP) is very crucial for reservoir management and decision-making for field development (Istiak et al., 2016).

The general objective of this work is to analyse the correlation between the van Everdingen and Hurst model and cubic cumulative production model hereafter considered as analytical model.

LITERATURE REVIEW

All classical aquifer models are the solutions for diffusivity equation. Accurate estimations of cumulative water influx into gas reservoirs are very crucial for material balance computations in water drive gas reservoirs. In literature, there are several classical aquifer models. Based on that the unsteady state method of van Everdingen-Hurst was selected, among the classical models, to be used in this work, as this is the best suited in terms of solving the diffusivity equation \([11,12]\).

The analytical model, developed by Agarwal (1967) allows a direct computation of the cumulative water influx.

van Everdingen and Hurst unsteady-state model

The model presented by van Everdingen and Hurst (1949) deals with two types of aquifers: radial and linear. Applying the Laplace transformation, van Everdingen and Hurst solved the diffusivity equation of the reservoir-aquifer system considering as boundary condition a constant terminal pressure (CTP) in the boundary (Alattar, 2009). The final form of the CTP solution is written as:

\[
W_c = U \Delta P W_D(t_D) \tag{1}
\]

where \( U \) is the influx constant of water into the aquifer, in bbl/psia, represented by Equation 2:

\[
U = 1.119 f \phi \mu c_r r_g^2 \tag{2}
\]

\( W_c \) is the cumulative water influx due to a pressure drop \( \Delta P \) (psia) imposed at the reservoir radius \( r_0 \), at time \( t = 0 \), in bbls. \( W_D(t_D) \) is a dimensionless water influx function, \( f \) is the relative encroachment angle \((^0/360)^\circ\), \( \phi \) is the aquifer porosity fraction, \( c_r \) is the total aquifer compressibility in psia\(^{-1}\), and \( t_0 \) is the dimensionless time (Marques and Trevisan, 2007).

\[
t_D = \frac{2.309 k t}{\phi \mu c_r r_g^2} \tag{3}
\]

The dimensionless water influx \( W_D(t_D) \) is presented in tabular form or as a set of polynomial expressions giving \( W_D \) as a function of \( t_D \) for a range of ratios of the aquifer to reservoir radius. In this work, the polynomial approach proposed by Edwardson et al. (1962) is used and found much easier to deal with than the look up tables or charts that may sometimes require interpolations. The proposed polynomial equations proposed by Edwardson essentially approximate the \( W_D \) data in three dimensionless time regions (Ahmed, 2005).

(a) For \( t_D < 0.01 \):

\[
W_D = \sqrt{\frac{t_D}{\pi}} \tag{4}
\]

(b) For \( 0.01 < t_D < 200 \):

\[
W_D = \frac{1.2838 \sqrt{t_D} + 1.19328 + 0.269873 t_D^{1/3} + 0.00855294 t_D^{2/3}}{(1 + 0.61659 t_D + 0.0413008 t_D^2)^{2}} \tag{5}
\]

(c) For \( t_D > 200 \):

\[
W_D = \frac{-4.29881 + 2.02566 t_D}{\ln(t_D)} \tag{6}
\]

New \( p/Z-G_p \) cubic cumulative production model for the water influx

The cubic cumulative model proposed by Agarwal (1967) is a simplified model for the material balance of gas reservoirs experiencing water influx.
This analytical model is based on cubic behavior of the relationship between \( p/z \) vs. \( G_p \) curve as indicated in Figure 1.

Eliminating the abnormal pressure, water production/injection, and gas injection terms in the general material balance of a dry gas reservoir system and after some mathematical adjustments, it gave the following definition (Blansigame and Zonoozi, 2005):

\[
\frac{p}{Z} = \frac{p_i}{Z_i} \left[ 1 - \left( \frac{G_p}{G} \right) \right]
\]  

(8)

To validate the cubic behavior of \( p/z \) vs. \( G_p \) performance, we consider the behavior of the "water influx" term:

\[
\frac{1}{1 - \frac{W_e B_w}{G B_{gi}}} \text{ Versus } \frac{G_p}{G}
\]

Thus, the "water influx" term can be written in the form:

\[
\frac{1}{1 - \frac{W_e B_w}{G B_{gi}}} = \left[ 1 + \alpha \left( \frac{G_p}{G} \right) + \beta \left( \frac{G_p}{G} \right)^2 \right]
\]  

(9)

Substituting the water influx term from Equation 9 into the gas material balance in Equation 8, we obtain:

\[
\frac{p}{Z} = \frac{p_i}{Z_i} \left[ 1 - (1 - \alpha \left( \frac{G_p}{G} \right)) (\beta - \alpha \left( \frac{G_p}{G} \right)^2 - \beta \left( \frac{G_p}{G} \right)) \right]
\]  

(10)

One possible benefit of the cubic material balance formulation is the algebraic manipulation of the \( p/Z - G_p^3 \) model to yield a direct calculation of the water influx function \( \left( \frac{W_e}{G} \right) \) (Blansigame and Zonoozi, 2005):

\[
\frac{W_e}{G} = \frac{GB_w}{B_g} \left[ 1 - \left( \frac{G_p}{G} \right) \right] \left[ 1 - \left( \frac{1 - \alpha \left( \frac{G_p}{G} \right) + \beta \left( \frac{G_p}{G} \right)^2}{\frac{G_p}{G}} \right) \right]
\]  

(11)

Applying this calculation requires that the \( p/Z - G_p^3 \) expression be calibrated to get \( \alpha \) and \( \beta \) to a specific data set. The calibration will be done using a subroutine for solver function and also using a tool for data analysis called type curve solution.

### Havlena and Odeh Interpretation

Neglecting water expansion and pore compaction, the material balance equation for gas reservoirs subjected to water influx can be expressed as Alattar (2009):

\[
\frac{F}{E_g} = \frac{G + W_e B_w}{E_g}
\]  

(12)

where the terms \( F \) and \( E_g \) is defined by:

(1) Underground Fluid withdrawal \( F \):

\[
F = G_p B_g + W_p B_w
\]  

(13)

(2) Gas expansion \( E_g \):

\[
E_g = B_g - B_{gi}
\]  

(14)

Using the production, pressure, and PVT data, the left side of expression (Equation 12) should be plotted as a function of cumulative gas production, \( G_p \). This is simply for display purposes to inspect its variation during depletion. If the reservoir is affected by natural water influx, the plot of \( F/E_g \) will usually produce concave downward shaped arc whose exact from is dependent upon the aquifer size and strength (Alattar, 2009).

Equation 12 can be interpreted as a linear function. Once a straight line has been achieved, based on matching observed production and pressure data, it shows that a suitable mathematical model to describe the performance of the reservoir has been found (Dake, 2001) and the interception in ordinate axis gives us the value of GIIP.

### MATERIALS AND METHODS

In this work, we will consider an edge infinite acting aquifer with
van Everdingen-Hurst model

The unsteady state model of van Everdingen-Hurst is the most accurate method for predicting water influx. It gives results near to what can be obtained by having real field data (Ahmed, 2005).

Computing water influx using van Everdingen and Hurst, is obtained through the following steps (Agarwal, 1967; Ahmed, 2005; Alattar, 2009):

Step 1: Determine the water influx constant U or B [bbl/psi], using Equation 2.

Step 2: Calculate the corresponding dimensionless time, for each time period, using Equation 3.

Step 3: Determine the dimensionless water influx \( W_i \) or \( W_d \), using Edwardson expression, Equations 4, 5 and 6.

Step 4: Calculate the cumulative water influx [bbl], using Equation 1.

In calculating the cumulative water influx into a reservoir at successive intervals, it is necessary to calculate the total water influx from the beginning.

The pressure drop \( \Delta p \), for each time step is calculated using Timmerman and McMahon approximation (Dake, 2001).

The van Everdingen and Hurst model uses the superposition principle for computing water influx. Therefore, to calculate the cumulative water influx \( W_e \) at some arbitrary time \( t \), which corresponds to the end of the \( n \)th time step, requires superposition of the solutions of, Equation 1, to give:

\[
W_e(t) = B \sum \Delta p W_D
\]

This means that the complex expression for Equation 1, can simply be evaluated as the scaler or dot product, presented in Table 1.

Finally, the cumulative water influx for each time step using matrix form is calculated by:

\[
W_e = B \sum \Delta p W_D
\]
Defining: Dimensionless pressure and dimensionless cumulative gas produced as:

\[ P_D \approx \left[ 1 - \frac{p_i}{Z_i} \right] \]  \hspace{1cm} (17)

\[ G_{pD} \approx \left[ \frac{G_p}{G} \right] \]  \hspace{1cm} (18)

Which yields the final dimensionless form:

\[ p_D \approx (1-\alpha)G_{pD} - (\beta-\alpha)G_{pD}^3 + \beta G_{pD}^3 \]  \hspace{1cm} (19)

Step 3: Calculate the cumulative water influx [bbl], using Equation 11.

RESULTS AND DISCUSSION

Water influx using the van Everdingen and Hurst model

The pressure drop \( \Delta p \), for each time step is calculated using van Everdingen, Timmerman and McMahon (Ahmed, 2005) approximation.

For dimensionless water influx \( W_D \), we used the Edwardson et al. (1962) polynomial expressions, presented in Equations 4, 5 and 6.

Thus, we get the dimensionless time \( t_0 \), pressure drop \( \Delta p \) and dimensionless water influx \( W_D \). Then, we elaborate the superposition matrix presented in Table 2.

The water influx for each time step is given by Equation 1. The results of computation of water influx are presented in Table 3.

Water influx using the cubic cumulative model

First, we prove the quadratic behavior presented in Equation 9. This is as shown in Figure 2. This gives us Equation 9 in the following form:

\[ \frac{1}{1 - \frac{W_{Bw}}{G_p G}} = 0.175 \left( \frac{G_p}{G} \right)^2 + 0.012 \left( \frac{G_p}{G} \right) + 1.0012 \]  \hspace{1cm} (20)

This relation proves the quadratic behavior of Equation 9. The values of \( \alpha \) and \( \beta \) needs to be calibrated in order to compute the water influx by using Equation 11.

In order to use Equation 11 to compute water influx, there is a need of calibrating the cubic cumulative model \((p/z - G_p^3)\).
Table 3. Water influx for each time step.

<table>
<thead>
<tr>
<th>Time t (Years)</th>
<th>Dimensionless Time, $t_0$</th>
<th>Reservoir Pressure $P_r$ (Psia)</th>
<th>Pressure Decrement $\Delta p$ (psia)</th>
<th>Dimensionless Water Influx $W_d$</th>
<th>Water Influx $W_e$ (MMrb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>2.05</td>
<td>4,090.00</td>
<td>0.00</td>
<td>2.595</td>
<td>1.95</td>
</tr>
<tr>
<td>0.5</td>
<td>4.09</td>
<td>3,848.81</td>
<td>61.99</td>
<td>4.080</td>
<td>5.44</td>
</tr>
<tr>
<td>0.75</td>
<td>6.14</td>
<td>3,744.71</td>
<td>100.65</td>
<td>5.369</td>
<td>9.18</td>
</tr>
<tr>
<td>1</td>
<td>8.18</td>
<td>3,625.68</td>
<td>111.57</td>
<td>6.554</td>
<td>14.58</td>
</tr>
<tr>
<td>1.25</td>
<td>10.23</td>
<td>3,512.51</td>
<td>116.10</td>
<td>7.671</td>
<td>22.24</td>
</tr>
<tr>
<td>1.5</td>
<td>12.28</td>
<td>3,408.81</td>
<td>108.38</td>
<td>8.738</td>
<td>30.38</td>
</tr>
<tr>
<td>1.75</td>
<td>14.32</td>
<td>3,305.08</td>
<td>103.72</td>
<td>9.766</td>
<td>39.35</td>
</tr>
<tr>
<td>2</td>
<td>16.37</td>
<td>3,201.58</td>
<td>103.67</td>
<td>10.764</td>
<td>49.16</td>
</tr>
<tr>
<td>2.25</td>
<td>18.42</td>
<td>3,107.82</td>
<td>98.63</td>
<td>11.735</td>
<td>61.10</td>
</tr>
<tr>
<td>2.5</td>
<td>20.46</td>
<td>3,011.17</td>
<td>90.20</td>
<td>12.685</td>
<td>74.10</td>
</tr>
<tr>
<td>2.75</td>
<td>22.51</td>
<td>2,937.76</td>
<td>85.03</td>
<td>13.614</td>
<td>84.90</td>
</tr>
<tr>
<td>3</td>
<td>24.55</td>
<td>2,854.76</td>
<td>81.35</td>
<td>14.528</td>
<td>99.41</td>
</tr>
<tr>
<td>3.25</td>
<td>26.60</td>
<td>2,775.06</td>
<td>78.88</td>
<td>15.425</td>
<td>116.15</td>
</tr>
<tr>
<td>3.5</td>
<td>28.65</td>
<td>2,699.35</td>
<td>77.71</td>
<td>16.313</td>
<td>134.41</td>
</tr>
<tr>
<td>3.75</td>
<td>30.69</td>
<td>2,625.71</td>
<td>74.68</td>
<td>17.187</td>
<td>149.84</td>
</tr>
<tr>
<td>4</td>
<td>32.74</td>
<td>2,554.39</td>
<td>72.48</td>
<td>18.050</td>
<td>166.31</td>
</tr>
<tr>
<td>4.25</td>
<td>34.79</td>
<td>2,484.58</td>
<td>70.56</td>
<td>18.902</td>
<td>182.71</td>
</tr>
<tr>
<td>4.5</td>
<td>36.83</td>
<td>2,404.96</td>
<td>74.72</td>
<td>19.745</td>
<td>201.16</td>
</tr>
<tr>
<td>4.75</td>
<td>38.88</td>
<td>2,332.46</td>
<td>80.56</td>
<td>20.580</td>
<td>219.17</td>
</tr>
<tr>
<td>5</td>
<td>40.92</td>
<td>2,241.88</td>
<td>81.35</td>
<td>21.406</td>
<td>236.22</td>
</tr>
<tr>
<td>5.25</td>
<td>42.97</td>
<td>2,165.70</td>
<td>78.88</td>
<td>22.225</td>
<td>256.40</td>
</tr>
<tr>
<td>5.5</td>
<td>45.02</td>
<td>2,093.18</td>
<td>74.35</td>
<td>23.037</td>
<td>277.42</td>
</tr>
<tr>
<td>5.75</td>
<td>47.06</td>
<td>2,026.30</td>
<td>69.70</td>
<td>23.843</td>
<td>295.71</td>
</tr>
<tr>
<td>6</td>
<td>49.11</td>
<td>1,966.36</td>
<td>63.41</td>
<td>24.642</td>
<td>315.84</td>
</tr>
<tr>
<td>6.25</td>
<td>51.16</td>
<td>1,904.20</td>
<td>61.05</td>
<td>25.435</td>
<td>337.84</td>
</tr>
<tr>
<td>6.5</td>
<td>53.20</td>
<td>1,838.56</td>
<td>63.90</td>
<td>26.223</td>
<td>358.58</td>
</tr>
<tr>
<td>6.75</td>
<td>55.25</td>
<td>1,772.97</td>
<td>65.62</td>
<td>27.006</td>
<td>375.14</td>
</tr>
<tr>
<td>7</td>
<td>57.29</td>
<td>1,700.85</td>
<td>68.86</td>
<td>27.783</td>
<td>393.69</td>
</tr>
<tr>
<td>7.25</td>
<td>59.34</td>
<td>1,644.98</td>
<td>64.00</td>
<td>28.556</td>
<td>412.61</td>
</tr>
<tr>
<td>7.5</td>
<td>61.39</td>
<td>1,596.83</td>
<td>52.01</td>
<td>29.324</td>
<td>429.67</td>
</tr>
<tr>
<td>7.75</td>
<td>63.43</td>
<td>1,548.80</td>
<td>48.09</td>
<td>30.088</td>
<td>443.54</td>
</tr>
</tbody>
</table>

The calibration is done using type curve solution and also by a subroutine developed for solver function.

Type curve solution

The type curve solution, presented in Figure 3, gives a better match for combination of $\alpha$ and $\beta$, as illustrated in Table 4.

Solver function

A subroutine using VBA-Visual Basic for Applications-2013 was developed for a solver function, in order to get the best approximation values for $\alpha$ and $\beta$ as illustrated in Table 5.

The 2 (two) presented workflows allows the computation of water influx using the van Everdingen-Hurst and the cubic cumulative production model of Agarwal. The comparison of results is illustrated in Figure 4.

The results demonstrate clearly that the correlation between both methods depends on the calibration of the two unknown parameters $\alpha$ and $\beta$, appearing in the cubic cumulative model (Blansigame and Zonoozi, 2005).

Under this assumption the cubic cumulative production model with an approximation values of $\alpha = 0.020573$ and $\beta = 0.173889$, results in a perfect match between the van Everdingen-Hurst model. Using this approximation for the unknown parameters $\alpha$ and $\beta$, the Havlena-Odeh (Dake, 2001) plot method in history matching, was performed and reservoir-aquifer performance is as shown in Figure 5.

The full Havlena and Odeh, from Equation 12, illustrated...
Figure 2. Quadratic behavior of "Water Influx" vs. $G_p/G$. Blansigame and Zonoozi (2005)

Figure 3. Approximation proof (Quadratic Behavior).

Table 4. Values of $\alpha$ and $\beta$ using type curve solution.

<table>
<thead>
<tr>
<th>Approximation</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.055447</td>
<td>0</td>
</tr>
<tr>
<td>II</td>
<td>0.00069</td>
<td>0.201177</td>
</tr>
<tr>
<td>III</td>
<td>0.10636</td>
<td>0.22986</td>
</tr>
<tr>
<td>IV</td>
<td>0.25</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>0.01008</td>
<td>0.166654</td>
</tr>
</tbody>
</table>
Table 5. Values of $\alpha$ and $\beta$ using solver function. (by the Author: using VBA Code-2013 in Excel spreadsheet).

<table>
<thead>
<tr>
<th>Approximation</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.010086</td>
<td>0.166654</td>
</tr>
<tr>
<td>II</td>
<td>0</td>
<td>0.203711</td>
</tr>
<tr>
<td>III</td>
<td>0.015164</td>
<td>0.147997</td>
</tr>
<tr>
<td>IV</td>
<td>0.00069</td>
<td>0.201177</td>
</tr>
<tr>
<td>V</td>
<td>0.020573</td>
<td>0.173889</td>
</tr>
</tbody>
</table>

Figure 4. Type curve match for different values of $\alpha$ and $\beta$.

in Figure 6 shows that a correct water influx model was found, and the interception in ordinate axis gives us an approximate value of Gas Initially In Place (GIIP) of 1117 Bscf, which is identical with the correct value 1116 Bscf. This finding is aligned with the results obtained by Dake (2001). The improved material balance method demonstrated the hazards of not taking into account the influence of water influx in P/Z plots, as it can leads in overestimation of GIIP and this can have serious economic consequences for the project.

Conclusions

In this work, two workflows for computing water influx was presented.
The first workflow was for the van Everdingen-Hurst method which requires the use of the superposition
principle in order to find the cumulative water influx for each time step. For that reason a superposition matrix was created and the values of dimensionless water influx $W_D$ was calculated using the Edwardson polynomials expressions.

The second workflow was for the cubic cumulative production model of Agarwal, in which there was a need of correct calibration of the unknown parameters $\alpha$ and $\beta$. In order to determine those parameters, two solutions were proposed. One is the type curve solution and the other one was the solver function. The most accurate solution was found for an approximation values of $\alpha$
=0.020573 and \( \beta =0.173889 \). This solution was introduced in the derived equation for computation of water influx, presented by Blansigamen and Zonoozi (2005).

The results of cumulative water influx using cumulative production model of Agarwal was included in the generalized material balance for gas reservoirs using the Havlena and Odeh technique and a well matched solution was obtained.

The successful comparison between both methods demonstrated that it depends on the values of the unknown parameters \( \alpha \) and \( \beta \), appearing in Agarwal's model.

The results obtained in this work could be useful for industrial applications of the material balance for dry gas under influence of an infinite active aquifer. It will improve the computation of cumulative water influx using production data obtained in a reservoir, resulting in a more accurate estimation of GIIP.
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Concept of complete CO₂ capture from natural gas inside exploration wells and its storage in rock reservoirs
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The innovative concept herein shown intends to present a new system of carbon capture and storage (CCS) from natural gas extracted on cement completions of gas wells by absorbent selective nanoporous materials, forming conducting channels on linked pores. CO₂ fluids will be transported upwards and then injected and stored in upper nonproductive oil and gas porous rock reservoirs by the removal-transport-injection system (RTIS), assuring also the mechanical safety of the wells. This innovative concept allows the treatment of natural gas in oil and gas wells on fields, through the extraction of carbon dioxide. The natural gas will be free of CO₂, the major responsible gas for greenhouse effect and therefore its production will be environmentally friendly.

Key words: Carbon dioxide, carbon capture and storage (CCS), gas wells, completion, removal-transport-injection system (RTIS).

INTRODUCTION

Oil and Gas accounted close to 60% of primary energy consumption in 2017 and the gas quantity was higher than 20% (Dudley, 2019). The transition to a lower-carbon fuel mixture is ongoing, and will be guided by natural gas and renewables use towards 2040. The renewables will grow faster in the world energy system than any fuel before. Considering the rapid transition scenario (RT), the growth of the renewables will be the highest ever, with an increment between 1 and 10% in 15 years. In this scenario, oil and gas will account for almost 50% of primary energy consumption in 2040 and the gas quantity will be lower than 30%. The renewables will account only around 15% of consumption in spite of the prediction of its strong growth. The consumption of oil will decrease and the use of gas will continue to increase, helped by the contribution of the growing use of carbon capture use and storage (CCUS) in the RT scenario. The quantity of natural gas use in 2040, in conjunction with CCUS, will be about 1/3 of the total consumption amount (Dudley, 2019).

The development of materials with high availability for CO₂ capture and storage (CCS), retention capacity and absorption selectivity it is a quest in science and technology nowadays. Many materials are being investigated in order to correspond to this major challenge, encompassing factors as: availability, environmental friendliness, non-toxicity, a low level of greenhouse gas emission during processing, material
stability, production cost, energy of adsorption/desorption, sorbent regeneration, sorption kinetics and capacity per volume or per mass of host material (Cavalcanti et al., 2018).

Cavenati et al. (2004) stated that the adsorption is a main unit operation in the chemical and petrochemical industries in order to carry out separation and purification of gas mixtures, namely in the case of the methane-carbon dioxide. The carbon dioxide capture from a gas mixture flue can be done by selective efficient adsorbents as zeolites. They referred also the CO₂ and N₂ removal from natural gas streams through proper adsorbents by the Molecular Gate technology (Engelhard, USA).

Joos et al. (2015) reported that the exhaust gases with a residual heat at 400 K are sent into the atmosphere under a high-pressure stream after leaving the heat exchanger of a fossil fuel-fired power plant. In the context of CCS, on nanoporous materials, the CO₂ adsorption can be favored by the differences in the entropy and adsorption enthalpy for CO₂ and H₂O at high temperature, and H₂O absorption at low temperature. The adsorption of CO₂ is carried out at high temperature (400 K), and the release of CO₂ occurs at low temperature, being the absorbent saturated with H₂O.

Joos et al. (2015) also referred advantageous materials aside zeolites and zeolitic imidazolate frameworks (ZIFs), e.g. metal-organic frameworks (MOFs), and porous polymer networks (PPNs). Other authors reported procedures to carry out the carbon dioxide sequestration and separation from gas mixtures (Rolniak and Kobayashi, 1980; Sircar, 1988; Dong et al., 1998; Talu, 1998; Dreisbach et al., 1999; Murata and Kaneko, 2000; Sircar, 1998; Sircar, 1998; Dong et al., 1998; Talu, 1998; Dreisbach et al., 1999; Murata and Kaneko, 2000; Sircar, 1998; Sircar, 1998; Dong et al., 1998; Talu, 1998; Dreisbach et al., 1999; Murata and Kaneko, 2000, Sirwardane et al., 2001; Siperstein and Myers, 2001; Krooss et al., 2002; Murata et al., 2002; Ko et al., 2003; Olajossy et al., 2003). This paper aims to present the concept of an advanced innovation in Oil and Gas industry: the CO₂ capture from natural gas mixtures inside moderate and deep gas wells and its storage in upper nonproductive porous rock formations.

This innovative concept herein shown intends to avoid the extraction of carbon dioxide from gas wells and its lifting and transport to surface Oil and Gas facilities on fields. The natural gas will release carbon dioxide through well cement completions that will be injected and stored in upper nonproductive Oil and Gas porous rock reservoirs, assuring the mechanical safety of the wells.

**MATERIALS AND METHODS**

The Oil and Gas wells comprise near surface or intermediate or deep well bores with cement in annulus between rock walls, covered with mud support, and steel casings (API Spec 7-1/ISO 10424-1 (2004, 2007, 2009, 2011), TR 5C3/ISO 10400 (2007, 2015), ISO 10426-1 ANSI/API SPECIFICATION 10A (2009), API RP96 (2013)). A representative production steel casing is herein described with 95 mm in. O.D., surrounded by a typical cement thickness of 1.5 in. on the referred annulus and encompassing an inner production tubing or liners. The communication between the rock reservoir and the well is carried out by casing perforating explosives, blasted inside the well that allow the flow of natural gas from the reservoir to the production well.

According to Cavenati et al. (2004), the natural gas is composed mainly of methane, between circa 80 and 95%, with variable amounts of CO₂, hydrocarbons and nitrogen, carbon dioxide as a minor component (around 1%). However, the effluent gas extracted from a well under a CO₂ flooding may contain 20 to 80% of CO₂.

CO₂ injection and storage in rock reservoirs is a common practice in Oil and Gas industry. The modeling studies required to increase its performance are very important (Salem and Shedid, 2013). Also, in order to prevent the equipment and pipeline corrosion, the carbon dioxide reduction has a major importance.

Carbon dioxide is supercritical in gas reservoirs generally at depths higher than 1 km and at temperatures higher than 35°C. According to Vargaftik (1975), the phase diagram shows the critical point at P = 73.8 bar (P = 7.4 MPa) and T = 31.0°C. Therefore, carbon dioxide has supercritical and gaseous states. Supercritical carbon dioxide is a fluid with hydrostatic gradient value of 0.051 bar/m approaching that value of water. However, pure carbon dioxide gas value of viscosity is circa 0.015 cP (1.5×10⁻⁵ Pa·s) at 61 bar and 40°C, higher than pure methane value of viscosity at same P and T that is about 0.011 cP, showing low viscosity. These values of viscosity increase around ten times at 101 bar and same temperature. Even supercritical carbon dioxide reveals high mobility.

Most demanded well cements are ISO/API classes C, D, G, H and are intended for use when conditions require high, early strength and are available in moderate sulphate-resistant (MSR) and high sulphate-resistant (HSR) grades, similar to ASTM C150, type III (ISO 10426-1 ANSI/API SPECIFICATION 10A (2009)).

According to ISO 10426-1 ANSI/API SPECIFICATION 10A (2009), the ground clinker generally consists of hydraulic calcium silicates, aluminates and usually contains one or more forms of calcium sulfate as an interground additive. During manufacture of class G and H well cements, aside calcium sulfate or water, or both, no additives are allowed to be intergrounded or blended with the clinker. The main standard chemical composition of these cements is the following: maximum value of 6% of magnesium oxide and 3-3.5% of sulfur trioxide (3.5% class C), tricalcium silicate varying between 48% and the extremes 56% (MSR) - 65% (HSR), tricalcium aluminate with the maximum values of 3% (HSR)-8% (MSR), tetracalcium aluminoferrite has the maximum value of 24% (HSR). The total alkali content expressed as sodium oxide equivalent has the maximum value of 0.75%. The maximum values of the insoluble residue and the loss on ignition are 0.75 and 3%. The free-fluid content has the maximum of 5.9% on G and H and the mixture water values are the following: 56% on C, 38% on D, 44% on G, 38% on H.

The compressive strength tests are obtained after 8 h or after 24 h of curing time. These tests can be carried out, the both, under atmospheric pressure on C, G and H or 20.7 MPa (3000 psi) pressure on D. The compressive strength values obtained on C, G, H specimens are shown in Table 1. C specimens should have compressive strength values of 3.4 MPa (500 psi) and 13.8 MPa (2000 psi) after final curing times of 8 and 24 h at a temperature of 110°C (230°F). After a final curing time of 24 h at a temperature of 77°C (170°F), the compressive strength values on D specimens should be 6.9 MPa (1000 psi). The cement class G has a major use on completion works in moderate and deep wells constructed in the world. The porosity and permeability data of the cement class G are herein analyzed under degradation effect of carbon dioxide saturated water and supercritical carbon dioxide, based on an experimental simulation case of a completion inside a gas well.

Um et al. (2011) conducted an experiment on 14 mm diameter × 90 mm long specimens of class G cement with w/c = 0.33 (water/cement ratio). These specimens were tested under the temperature of 50°C and a pressure of 10 MPa in order to represent the CO₂ injection’s temperature and pressure conditions.
at 1 km of depth, a geothermal gradient of 30°C/km and a pressure gradient of 10.5 MPa/km. These samples shown a degradation depth of circa 1 mm after 1 month of testing and around 3.5 mm after 5 months, whereas the carbonated cement shown on the outer degraded zone increased the porosity and cracks occurrence, developing mainly nano-meter sized pores lower than 20 nm.

The air permeability of cement samples was predicted to increase, according to Ghabezloo et al. (2009) porosity-dependent equation, from 0.58 to 34.74 mD (34.74×10⁻¹⁵ m²) after 1 month reaction with CO₂ saturated water at high P-T, as a result of porosity increment from 31 to 45%. The results obtained by Um et al. (2011) revealed that the degradation effect of CO₂ saturated groundwater was higher than the effect of cement exposure to supercritical CO₂, according to X-ray microtomography images carried out on deteriorated specimens.

Gasda et al. (2004) also referred the potential leakage of CO₂ occurrence on the interface between host rock and cement, cement and casing, cement plug and casing, or through the cement pore space and fracture.

### THE INNOVATIVE CONCEPT

The cement material used by completion procedures should encompassing carbon dioxide selective absorbent nanoporous materials, capable of removing carbon dioxide from natural gas-rich methane mixtures flowing from reservoir rocks, under high pressures and temperatures inside the wells, after the curing time of 24 h, as super critical carbon dioxide. Then, this fluid is conducted through the main micro and nanopores channels of linked nanoporous materials on cements, physically and mechanically adequate for this purpose, towards less warm upper levels. The mechanical behavior of ISO/API cements improved by this construction procedure should be, aside compression resistance, both tensile resistant to inner circulation of carbon dioxide and ductile enough to accommodate variations of annulus deformation caused by rock walls displacements.

Several embedded and linked extraction micro devices will exert capillary forces and/or suction pressures responsible for this uplift phenomenon. These should be linked to compressor micro devices included on cement top levels that will receive and develop carbon dioxide deeper injections into upper non-productive porous rock formations. This system of removal-transport-injection (RTIS) inside the wells completion should have proper nanosized sensors connected to a central unit and could be machine learning guided.

Open porosity values of circa 30% of cements inside representative wells’ annular sections of about 158 cm² that is, 24.5 in.², trough 1 km wellbore-long, means a volume higher than 4.7×10⁶ cm³ (4.7 m³) that is, circa 560 ft³ (cf). Considering a representative production of 5000 barrels of oil per day of 24 h (BOPD) and a GOR of 700 scf/bbl (Jacobsen et al., 1990), that is, 3.5×10⁶ scf of natural gas per day. Assuming a composition of carbon dioxide of 1%, gives 3500 scf. This means, that in this case the RTIS will perform more than 6 travels of carbon dioxide upwards per day on cement completion, that is, a travel per less than 4 h or circa 7 cm/s (0.7 m/s or 2.75 in./s). Figure 1 illustrates the general working methodology of RTIS in a well gas. This innovative concept could also consider thinner vertical transport tubes, manufactured with e.g. shape metallic alloys, inside cement completion to carry out carbon dioxide but would require to tackle with expected corrosion problems that could occur caused by e.g. H₂S. This phenomenon will jeopardize the uplift of carbon dioxide, the physical and mechanical stability of completion and the support effect of casings in Oil and Gas wells.

### DISCUSSION

Ghabezloo et al. (2009) shown based on permeability determined on 90°C-cured and saturated class G cement samples carried out inside triaxial tests chambers, the availability of inducing transient pulse from differential pressure applied on both ends of the specimens with 76 mm of length. The specimens were under an effective stress inside the pore space of the cement of circa 12 MPa, obtained from the difference between the value of 30 MPa of external confining oil’s hydrostatic pressure and 18 MPa of the value of the internal pore pressure fluid. It took about two hours to reach the value of 7.5 Mpa from the initial pore pressure of circa 18 MPa, recorded between the two opposite ends of the 76 mm-long

<p>| Table 1. Compressive strength values obtained on C, G, H API classes. |
|-----------------|-----------------|-----------------|
| Values of compressive strength of API classes C, G, H (MPa) |</p>
<table>
<thead>
<tr>
<th>Curing time (hours)</th>
<th>Curing temperature (ºC)</th>
<th>Compressive strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>38</td>
<td>2.1</td>
</tr>
<tr>
<td>24</td>
<td>38</td>
<td>2.1</td>
</tr>
<tr>
<td>C</td>
<td>13.8</td>
<td>No requirement</td>
</tr>
<tr>
<td>G and H</td>
<td>No requirement</td>
<td>No requirement</td>
</tr>
</tbody>
</table>

G and H are non-requirement.
specimens. The radial strain value obtained under the former pore pressure was circa $8 \times 10^{-4}$. The confining stress applied on the specimen was 22.5 MPa.

These data are an evidence of the availability of inducing supercritical fluid flow inside pores of cement materials at pressures similar to those that occur at more than 1 km depth without mechanical failure. However, the experimental evidence shown a significative difference between the referred velocity of travel of supercritical CO$_2$ of 0.7 m/s and the velocity value of 0.38 m/h obtained by Ghabezloo et al. (2009) on water transport. The viscosity of the supercritical CO$_2$ is circa ten times lower than the viscosity of water and contributes to the significant increment of the velocity of the travel of the former in the cement voids.

Hasan et al. (2013) studied microporous materials for sorbents capable of capturing and compressing atmospheric CO$_2$ with low cost and high purity and
recovery, based on a computational screening approach that combines zeolites selection and process optimization. They considered a mixture-flue of 14% CO\textsubscript{2} and of 86% N\textsubscript{2} that went under adsorption in several zeolite’s voids by two operational modes: pressure-swing adsorption (PSA) and vacuum-swing adsorption (VSA).

Considering the molecules of CO\textsubscript{2} and N\textsubscript{2} as hard spheres of diameter of respectively 3.4 Å and 3.1 Å, and the methane molecule with an effective length and diameter of 3.99 Å, the author of the RTIS concept selected as a valid example the case of AHT zeolites for capturing and compressing CO\textsubscript{2}. The pore length diameter (PLD) and largest cavity diameter (LCD) of AHT zeolites are 3.4 Å and 4.6 Å. The PLD of AHT zeolites is lower than effective length diameter (ELD) of methane molecule and does not allow the former to enter inside zeolite voids. This zeolite has a purity of 90% and a recovery of 91.5%. Figure 2 shows the model of pore system distribution of AHT zeolites of columns of cylinders connected to spheres (caverns). The macro-system described by Hasan et al. (2013) has a compressor that pressurizes the dry feed gas in PSA mode. The CO\textsubscript{2} flow enters inside the column in VSA mode. The adsorbent zeolites are packed in multiple columns. Each column’s length (L) is allowed to vary from 1 to 5 m, being the optimum length of about 1 m.

The CO\textsubscript{2} inside each column is affected by a cycle with the following four steps: (i) pressurization, (ii) adsorption, (iii) forward blowdown, and (iv) reverse evacuation or desorption. Additional N\textsubscript{2} is purged by a vacuum pump during blowdown. CO\textsubscript{2} is extracted through a second vacuum pump, at the lowest pressure, during evacuation. After, it is compressed to 15 MPa through a compressor train with intercooling. The desorption curves of AHT zeolites under 1 MPa of pressure and T = 25-50°C show a loading of 2.5-2.75 mol of CO\textsubscript{2} per kg of AHT zeolite. The energy consumption per ton of captured CO\textsubscript{2} based on the AHT macro-system of Hasan et al. (2013) is 124 kWh and the cost per ton of CO\textsubscript{2} captured and compressed to 15 MPa, including dehydration, is 33.8 USD.

First et al. (2013) evaluated the market of purification of natural gas (separation between CO\textsubscript{2} and methane) in 97 billion USD. The RTIS concept applied on the gas production inside wells could have a major role on the industry of purification of the natural gas.

Hasan et al. (2013) described a macro-system that is another macro-evidence of the feasibility and reliability of the RTIS concept. An advantage of this concept is the following: the CO\textsubscript{2} extracted should be injected on rock voids under a pressure value of at least, half of the 15 MPa referred by Hasan et al. (2013), that is, 7.5 MPa. However, it will be needed to develop micro-devices e.g. micro-compressors, micro-vacuum pumps, nano-monitoring sensors operating through machine learning and micro-satellites’ connections for the RTIS concept.
The assembly of km-long column's packs of zeolites inside cement's pore voids in Oil and Gas wells is also a challenging endeavor.
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Precise description of displacement efficiency ($E_d$) is extremely important for evaluating the performance, economic effectiveness and final recovery of thermal recovery techniques. Current researches mainly focused on one-dimensional core displacement experiment, and it is difficult to obtain precise $E_d$ beyond the range of test points. In addition, there are two ways to improve the $E_d$ for thermal flooding: increasing injection pore volume (PV) or raising injection temperature ($T$), it's hard to make decisions. In this study, the above two problems were solved by a statistical approach research. At the beginning, one dimensional core displacement experiment was carried out for hot water and steam, respectively. Then, dozens of curves and correlations about $E_d$ varied with injection PV number and injection temperature was regressed, respectively. Based on this, the formula of $E_d$ and PV, $E_d$ and $T$ for injection hot water and steam was established respectively, which makes up for the shortage of the finite test data points. Next, chart of the $E_d$ between the PV and $T$ was obtained. In addition, sensitivity analyses of injection rate and steam quality are discussed in this paper. Finally, the precise of the regression formula was verified by three steam flooding case of different heavy oil fields. The results indicated that, in order to get higher $E_d$, higher injection PV and temperature are beneficial. With the $E_d$ chart, technicians can determine different schemes to improve oil displacement efficiency according to specific reservoir conditions. Besides, main production indexes such as oil recovery can be predicted quickly and precisely.

Key words: Fossil energy, heavy oil, displacement efficiency, thermal recovery, steam flooding.

INTRODUCTION

Oil reserves in the world can be classified into light oil, heavy oil and bitumen according to the density and viscosity (Butler, 1981). Because heavy oil and bitumen take up about 70% of the total remaining hydrocarbon resources (Alboudwarei, 2006), heavy oil has fascinated a great deal of attention and focus in the past decades (Munawar et al., 2015). As conventional oil reserves are running out and the demand for energy has been increasing day by day, the heavy oil resources play an more and more important role in crude oil reserve replacement to meet the world's future energy needs (Xiong et al., 2017a, b). Because of the high viscosity of
the heavy oil, heavy oil dose not easily flow naturally in
the reservoir, so it cannot be produced by conventional
techniques (Ankit and Ajay, 2012; Wang et al., 2016; Xu
et al., 2013).

Many processes of exploiting heavy oil have been
developed and improved, such as water flooding,
chemical flooding, thermal recovery, and microbial
recovery (Sheikholeslami et al., 2016). Among a variety
of enhanced oil recovery technologies, the thermal
recovery technology has been widely used for heavy oil
reservoirs (Khansari et al., 2014; Hou et al., 2016a, b),
such as steam assisted gravity drainage(SAGD) (Yang et
al., 2016), steam flooding (SF) (Zhao et al., 2013;
Mahood et al., 2016) and cyclic steam stimulation (CSS)
(Hou and Chen, 1997; Escobar et al., 2000; Bao et al.,
2016), cyclic multi-thermal fluids stimulation (Hou et al.,
2016c; Kuigian, 2018; Liu et al., 2018; Dong et al., 2014a,
b; Dong et al., 2016). Nowadays, CSS and SF are known
as the most widely used and mature technologies (Dong
et al., 2012).

Sweep efficiency ($E_s$) and displacement efficiency ($E_d$)
are essential parameters in oilfield development; they are
the final determinant of oil recovery. For conventional
cold production displacement, there are two ways to
improve the final oil recovery. One is to increase the
swepst volume of the injected fluid, such as weak gel
drive, stratified water injection, etc. The other is to
increase the displacement efficiency within the swept
volume, such as polymer flooding, high displacement
ratio (amount of water injection divide the porosity
volume). When the swept volume cannot be increased
(for example, in the absence of new wells, and the
injected water or steam has broken through the
production well), the $E_s$ needs to be improved. For $E_s$,
predecessors have obtained some valuable research
results. Water displacement efficiency mainly depends on
the geologic factors and fluid properties, such as
reservoir type, reservoir heterogeneity, rock wettability
and crude oil viscosity. There are many researches on
the effects of single factor on oil displacement and the
ultimate oil displacement efficiency. Previous studies
have focused on several aspects. First, a lot of research
work has been done on the influence of wettability on $E_d$
(Donaldson and Thomas, 1971; Anderson, 1987; Morrow,
1990). Because the wettability of reservoir rock is the
main factor that determines the distribution position, flow
state and distribution of fluid in pore medium. One of
the main conclusions is that weak hydrophilic rock samples
can obtain the highest $E_d$. Second, the relationship
between pore structure and water $E_d$ has been a subject
that geologists and oil recovery engineers have been
paying close attention (Gao et al., 1986; Okasha et al.,
2005; Farzaneh et al., 2011; Huang et al., 2018). The
pore structure of rock refers to the geometric shape, size,
distribution and interconnection of pore and throat of
rock. Some scholars start from the heterogeneity of pore
structure by means of core mercury pressure data, then
they think that there is a good linear relationship between
them (Wang and Bao, 1999; Sun and He, 1999). However,
many contradictions have been found in this
research. For example, there is no close relationship
between oil displacement efficiency and permeability, and
there is even an inverse relationship between oil
displacement efficiency and permeability. Due to the
limitations of the study, there is no universally recognized
rule (Zhong, 2000). The third aspect is the study on the
influence of oil-water viscosity ratio on oil displacement
efficiency. Some scholars pointed out that oil
displacement efficiency has a significant negative
correlation with the logarithm of oil-water viscosity ratio
(Wensheng, 2003; Zhang et al., 1995). Another important
aspect is to study the effect of injection PV number on oil
displacement efficiency. It believed that the core oil
displacement efficiency increased with the increase of the
injection PV number (Wang et al, 2002). They pointed out
that after the observation that the water content was up to
99.98%, the core oil displacement efficiency could still be
improved by increasing the injection PV number.

In addition, the relevant empirical formula has become
one of the commonly used methods to study oil
placement efficiency. Some scholars have made
statistical analysis on the test results of laboratory water
flooding and obtained the mathematical model to predict
the oil displacement efficiency. The relationship between
the ultimate oil displacement efficiency with oil water
viscosity ratio and air permeability was obtained based
on the core water displacement test in the oil fields of
China, the United States and the Soviet Union (Fen,
2009). According to development data of Shuanghe oil
field, the multivariate regression relational expression
between oil displacement efficiency and permeability, oil
water viscosity ratio and injection ratio was built (Huang
et al., 1997).

Oil displacement efficiency is a significant index in
water drive oilfield, and is usually obtained by water drive
cores experiments. In recent years, pioneer works were
conducted on oil displacement efficiency. According to
the characteristics of water drive reservoir, the method of
applying geological parameters and production history
data to forecast the oil displacement efficiency based on
water flooding curve was deliberately deduced (Xianke,
2005). The oil displacement efficiency calculated by oil-
water relative permeability test is only the final oil
placement efficiency of oil field. For this reason, the
statistical rule of oil displacement efficiency and effective
rock permeability in Bohai oilfield by taking the oil and
water relative permeability curves measured by 283
natural cores of Bohai oilfield as a sample were obtained
(Gong et al., 2015). At the same time, the calculation
formula of water displacement oil efficiency is deduced
theoretically by using relative permeability curve,
fractional flow equation and Welge equation. Above all,
the research results are at the same temperature. In this
case, increasing PV is an important way to improve the
oil displacement efficiency.

For hot water or steam displacement, there are two ways to improve oil displacement efficiency. One is to reduce viscosity of crude oil and the residual oil saturation by increasing the temperature of the injected fluid. The other is to increase the total amount of injected fluid to improve oil washing efficiency. There is one question now, that is, for a particular reservoir, how do technical people make decisions? At the same time, many analytical models of performance prediction of SF are used in steam flooding project evaluation. The value of oil saturation change of heating area before and after steam injection is an important parameter for the analytical models. Whether this value is correct or not directly determines the accuracy of the prediction. Regrettably, this parameter is difficult to obtain, and an empirical value is usually taken in previous studies, which reduces the accuracy of project prediction. So, another question is, how to predict the value of oil saturation before and after steam injection precisely?

Therefore, the present study is concerned with solving the above two problems about thermal flooding oil displacement efficiency. At the beginning, one dimensional core displacement experiment was carried for hot water and steam, respectively. Then, dozens of curves and correlations about $E_d$ varied with injection $PV$ number and injection temperatures were regressed, respectively. Based on this, the formula of $E_d$ and $PV$, $E_d$ and $T$ for injection hot water and steam was established respectively, which makes up for the shortage of the finite test data points. Next, chart of the $E_d$ between the $PV$ and $T$ was obtained. Besides, sensitivity analyses of injection rate and steam quality are discussed in this paper. Finally, the precise of the regression formula was verified by three steam flooding case of different heavy oil fields. The results indicated that, in order to get higher $E_d$, higher injection $PV$ and temperature are beneficial. With the $E_d$ chart, technicians can determine different schemes to improve oil displacement efficiency according to specific reservoir conditions. Besides, main production indexes such as oil recovery can be predicted quickly and precisely.

**ONE-DIMENSIONAL CORE DISPLACEMENT EXPERIMENT**

In this section, one dimensional core displacement experiment data of a typical well B14M in heavy oil field are applied to explain the statistical approach to investigate oil displacement efficiency. The core samples of the test were frozen core samples from well B16, and the samples were drilled, sealed, pumped, washed and dried in the laboratory according to the requirements of the experience research. The determinations of high temperature relative permeability and oil displacement efficiency are based on the oil industry standard SY/T 6315-2006 (SY/T, 2006).

**Test method**

Mainly including the following procedures:

1. Fill the natural cores of N oil field after wash oil to single tube model (porosity and permeability are close to actual reservoir).
2. Determine saturated water pore volume, and saturation oil to establish irreducible water, simulated the original reservoir conditions.
3. Then, according to the requirements of high temperature relative permeability and oil displacement efficiency measurement standards, the unsteady method with constant speed was used to inject steam and hot water until the oil was not released at the outlet.
4. Record the water and oil production at the outlet of the model, calculate the oil displacement efficiency under different displacement conditions according to the calculation method of oil displacement efficiency, and draw the oil displacement efficiency curve.

**Test equipment**

The oil displacement efficiency equipment is mainly composed of thermostat box, single pipe core holder, injection system, temperature pressure measurement and control system and output liquid measurement system. The main equipment includes thermostat box, high-pressure advection pump, steam generator, single pipe model, temperature display and control instrument, pressure regulator and air water separator.

**Test scheme design**

A total of 7 displacement comparative tests were conducted. During the test, 7 parallel sample simulation core models were established, and part of the physical parameters of the simulated core were shown in Table 1.

**Test result data**

Under the condition of displacement speed 20 ml/h, four oil displacement efficiency tests of were conducted at injection temperature of 56, 100, 150 and 200°C, respectively. Through displacement tests, oil-water separation and data processing, oil displacement efficiency curves at different water injection temperatures were obtained, as shown in Table 2 and Figure 1a. Figure 1 shows that, water injection temperature has a significant influence on the oil displacement efficiency. It also shows that there are two ways to improve the oil displacement efficiency for hot water displacement: one is to keep the total amount of hot water (the same PV number), and to improve the oil displacement efficiency by raising the temperature. The other is to keep the injected fluid at the same temperature (sometimes restricted by the heat injection equipment) and increase the efficiency by increasing the volume of the injected fluid. The changes of the two methods are different at different stages, so quantitative analysis is needed.

**Correlations studies based on statistical analysis**

**Relationship between oil displacement efficiency and PV at the same temperature**

Figure 2 shows that, under the same water injection temperature, the oil $E_d$ increases with the increment of injection PV number. Especially in the early stage of water flooding, with the increase of water injection, the oil $E_d$ increases rapidly. When the injection PV number is between 0.5 and 0.7, it reaches the inflection point of the curve. Statistical studies show that the displacement efficiency has a good linear correlation with the natural logarithm of injection PV number. Therefore, the statistical relations at different temperatures can be obtained as formula 1 to formula 4.
Table 1. Physical parameters of physical model of hot water and steam flooding test.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value for water flooding</th>
<th>Value for steam flooding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model permeability, mD</td>
<td>6201~6541</td>
<td>6386~6467</td>
</tr>
<tr>
<td>Model porosity, %</td>
<td>39.8~40.7</td>
<td>40.2~40.8</td>
</tr>
<tr>
<td>Oil saturation, %</td>
<td>80.9~82.1</td>
<td>80.0~82.6</td>
</tr>
<tr>
<td>Saturated oil temperature, °C</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td>Model length, cm</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Model diameter, cm</td>
<td>2.54</td>
<td>2.54</td>
</tr>
<tr>
<td>Displacement speed, mL/h</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Displacement medium,</td>
<td>Hot Water</td>
<td>Superheated steam</td>
</tr>
</tbody>
</table>

Annotation: The saturated oil temperature 56°C is the original reservoir temperature of N oil field.

Table 2. Data table of hot water and steam drive effect at different temperatures.

<table>
<thead>
<tr>
<th>Hot water</th>
<th>Steam</th>
</tr>
</thead>
<tbody>
<tr>
<td>56°C</td>
<td>100°C</td>
</tr>
<tr>
<td>PV</td>
<td>E_d %</td>
</tr>
<tr>
<td>0.000</td>
<td>0.00</td>
</tr>
<tr>
<td>0.059</td>
<td>7.92</td>
</tr>
<tr>
<td>0.209</td>
<td>18.48</td>
</tr>
<tr>
<td>0.373</td>
<td>25.52</td>
</tr>
<tr>
<td>0.634</td>
<td>29.92</td>
</tr>
<tr>
<td>1.059</td>
<td>33.44</td>
</tr>
<tr>
<td>1.876</td>
<td>36.96</td>
</tr>
<tr>
<td>3.183</td>
<td>40.56</td>
</tr>
<tr>
<td>5.797</td>
<td>43.56</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 1. Comparison curve of oil displacement efficiency at different temperatures for (a) injection hot water, (b) injection steam.

\[
E_{d\text{-water\,56°C}} = 7.8639\ln(PV) + 31.7428 \quad (R^2 = 0.9854) \\
E_{d\text{-water\,100°C}} = 10.9414\ln(PV) + 39.2214 \quad (R^2 = 0.9947) \\
E_{d\text{-water\,150°C}} = 11.5682\ln(PV) + 41.9314 \quad (R^2 = 0.9875) \\
E_{d\text{-water\,200°C}} = 12.5987\ln(PV) + 46.7483 \quad (R^2 = 0.9590)
\]
Figure 2. Comparison of oil displacement efficiency of experimental data and regression curve varied with temperature for (a) 56°C, (b) 100°C, (c) 150°C, (d) 200°C.

The correlation coefficient $R^2$ is high, ranging from 0.9590 to 0.9947. By analyzing the above four equations, a rule can be obtained: at any temperature, a similar relation can be obtained, which can be expressed as Equation 5.

$$E_{d-water} = a \ln(PV) + b$$  

Since the number of tests is limited, displacement efficiency beyond the test temperature range cannot be obtained, and the relationship between oil displacement efficiency and PV number at any temperature can be calculated by equation 5. Where, $a$ and $b$ are slope and intercept of linear relation respectively. In order to get corresponding relation between temperature and the oil displacement efficiency, the corresponding relations between coefficient $a$, $b$ and injection temperature were established respectively, which were shown in Figure 3, formula 6, formula 7.

$$a = 3.6009lnT - 6.3069 \quad (R^2 = 0.9514)$$  

$$b = 11.2658lnT - 13.4311 \quad (R^2 = 0.9827)$$  

Substitute formula 6 and formula 7 into formula 5, oil displacement efficiency is obtained and the relation between the water injection PV and injection temperature can be expressed by formula 8.

$$E_{d-water} = 3.6009lnTln(PV) - 6.3069ln(PV) + 11.2658lnT - 13.4311$$  

**Relationship between oil displacement efficiency and temperature at the same PV**

The oil displacement efficiency of different injection temperatures at the same PV number can be plotted in Figure 4. Figure 4 shows that the oil displacement efficiency is increased with water injection temperature increment at different injection PV number. Statistical studies show that the displacement efficiency has a good linear correlation with the injection temperature at different PV number. Therefore, the statistical relations of $E_d$ and $T$ at different PV number can be obtained as Equations 9 to 14.

$$E_{d-water 0.5 PV} = 0.0773T + 22.6826 \quad (R^2 = 0.9698)$$  

$$E_{d-water 1.0 PV} = 0.0984T + 27.4629 \quad (R^2 = 0.9540)$$  

$$E_{d-water 1.5 PV} = 0.1107T + 30.2592 \quad (R^2 = 0.9462)$$  

$$E_{d-water 2.0 PV} = 0.1195T + 32.2433 \quad (R^2 = 0.9414)$$  

$$E_{d-water 2.5 PV} = 0.1263T + 33.7822 \quad (R^2 = 0.9379)$$  

$$E_{d-water 3.0 PV} = 0.1318T + 35.0396 \quad (R^2 = 0.9353)$$  

The correlation coefficient $R^2$ is high, ranging from 0.9353 to 0.9698. By analyzing the above six formulas, a rule can be obtained:
Figure 3. Diagram of the relationship between the injected fluid temperature and the coefficient (a) slope $a$, (b) intercept $b$.

Figure 4. Comparison of oil displacement efficiency of hot water experimental data and regression curve varied with injection PV number for (a) 0.5 (b) 1.0 (c) 1.5 (d) 2.0 (e) 2.5 (f) 3.0.
at any temperature, a similar relation can be obtained, which can be expressed as Equation 15.

\[ E_{d\text{-water}} = cT + d \]  \hspace{1cm} (15)

In order to get corresponding relation between injection PV number and the oil displacement efficiency, the corresponding relation between coefficient of c, d and injection PV number were established respectively, which are shown in Figure 5, formula 16, formula 17.

\[ c = 0.0304 \ln(PV) + 0.0984 \quad (R^2 = 1.0) \]  \hspace{1cm} (16)

\[ d = 6.8966 \ln(PV) + 27.4629 (R^2 = 1.0) \]  \hspace{1cm} (17)

Substitute formula 16 and formula 17 into formula 15, oil displacement efficiency is obtained. Moreover, formula 18 can express the relation between the water injection PV and injection temperature.

\[ E_{d\text{-water}} = 0.0304 \ln(PV) + 0.09847 + 6.8966 \ln(PV) + 27.4629 \]  \hspace{1cm} (18)

Changing injection medium from hot water to steam

Water can exist in different states at different temperatures and pressures. Compared with hot water, steam has the characteristics of higher heat carrying capacity and greater specific capacity, etc., which is very beneficial to improve the thermal recovery effect. Therefore, steam is a common medium for thermal oil production (Hou and Sun, 2013). Under the injection speed of 30 ml/h (water equivalent) conditions, steam flooding experiments at different steam injection temperature for 200, 240 and 280°C were carried out, result were shown in Table 2 and Figure 1(b). With the increase of steam injection temperature, oil displacement efficiency also increases, but the amplitude of increase is small. Only 9.1% oil displacement efficiency was increased by raising the temperature from 200 to 280°C.

The experimental data showed different change ranges under different PV numbers, so it was necessary to carry out regression by subdivided into two segments of 0<PV<2 and PV>2. Therefore, the statistical relations at different temperatures can be obtained as Equations 19 to 21 which are shown in Figure 6.

\[ E_{d\text{-steam 200°C}} = 13.7822 \ln(PV) + 46.6218 \quad (R^2 = 0.9949) \quad (0 < PV < 2) \]

\[ E_{d\text{-steam 200°C}} = 9.1271 \ln(PV) + 48.1979 \quad (R^2 = 0.9968) \quad (2 < PV < 10) \]  \hspace{1cm} (19)

\[ E_{d\text{-steam 240°C}} = 17.9543 \ln(PV) + 53.4439 \quad (R^2 = 0.9988) \quad (0 < PV < 2) \]

\[ E_{d\text{-steam 240°C}} = 5.9406 \ln(PV) + 60.0674 \quad (R^2 = 0.9981) \quad (2 < PV < 10) \]  \hspace{1cm} (20)

\[ E_{d\text{-steam 280°C}} = 20.1312 \ln(PV) + 59.3897 \quad (R^2 = 0.9981) \quad (0 < PV < 2) \]

\[ E_{d\text{-steam 280°C}} = 5.2270 \ln(PV) + 64.1403 \quad (R^2 = 0.9984) \quad (2 < PV < 10) \]  \hspace{1cm} (21)

The correlation coefficient \(R^2\) is high, ranging from 0.9881 to 0.9968. By analyzing the above formulas, a rule can be obtained which can be expressed as Formula 22.
Figure 6. Comparison of oil displacement efficiency of steam flooding experimental data and regression curve varied with temperature for (a) 200°C, (b) 240°C, (c) 280°C.

\begin{align}
E_{d, steam} &= e \ln(PV) + f \quad (0 < PV < 2) \\
E_{d, steam} &= g \ln(PV) + h \quad (2 < PV < 10)
\end{align}

(13)

The corresponding relations between coefficient e, f, g, h and injection temperature are established respectively, which were shown in Figure 7, formula 23, formula 24, formula 25, formula 26.

\begin{align}
e &= 18.9904 \ln T - 86.6121 \quad (R^2 = 0.9829) \\
f &= 37.9304 \ln T - 154.3750 \quad (R^2 = 0.9999) \\
g &= 34.3725 e^{-0.0070T} \quad (R^2 = 0.8503) \\
h &= 47.9157 \ln T - 204.6904 \quad (R^2 = 0.9494)
\end{align}

(23)  (24)  (25)  (26)

Substitute formula 23 to formula 26 into formula 22, oil displacement efficiency is obtained and the relation between the water injection PV and injection temperature can be expressed by formula 27.

\begin{align}
E_{d, steam} &= 18.9904 \ln(PV) - 86.6121 \ln(PV) + 37.9304 \ln T - 154.3750 \quad (0 < PV < 2) \\
E_{d, steam} &= 34.3725 e^{-0.0070T} \ln(PV) + 47.9157 \ln T - 204.6904 \quad (2 < PV < 10)
\end{align}

(27)

Average oil saturation prediction model

When the oil saturation of the pore volume affected by water drops to the remaining oil saturation, the displacement efficiency is expressed as follows (Jiang et al., 2006):

\[ E_d = 1 - \frac{s_{or}}{s_{oi}} \]

(28)

If the oil volume is constant, the above equation can be rewritten as:

\[ E_d = 1 - \frac{s_{or}}{s_{oi}} \]

(29)

The oil displacement efficiency calculated by formula 29 is the extreme oil displacement efficiency. The displacement at a certain time of water injection can be calculated by the following formula:

\[ E_d = \frac{s_{oi} - s_{ci}}{s_{oi}} \]

(28)

Substitute formula 30 into formula 18, it can be got that:

\[ \frac{s_{oi} - s_{ci}}{s_{oi}} = 0.0304 \ln(PV) + 0.0984 T + 6.8966 \ln(PV) + 27.4629 \]

(29)
Substitute formula 30 into formula 27, it can be got that:

\[
\begin{align*}
\frac{e}{f} &= 18.9904 \ln(\text{PV}) - 86.6121 \ln(\text{PV}) + 37.9304 \ln(T) - 154.3750 \quad (0 < \text{PV} < 1) \\
\frac{g}{h} &= 34.3725 e^{-0.08101 \ln(\text{PV})} + 17.9157 \ln(T) - 204.6904 \quad (2 < \text{PV} < 1)
\end{align*}
\]  

(30)

For injection hot water and steam, Formula (31) and (32) can estimate the current oil saturation at different PV numbers and temperatures, respectively.

**RESULTS AND DISCUSSION**

**Oil displacement efficiency chart and its application**

According to formula 18 and formula 27, the correlation between injection temperature and PV number can be obtained under different oil displacement efficiency conditions, which has been shown in Figure 8.

The four curves of Figure 8 (a), each curve indicates different oil displacement efficiency. Moreover, four curves are 30, 40, 50 and 60% from left to right, respectively. The abscissa represents in injection pore volume ratio, ordinate represents the corresponding injection temperature. For any one of these curves, the injection PV number is negatively correlated with the injection temperature. In other words, the same oil displacement efficiency, the higher the temperature, the lower the PV injected. The lower the temperature, the greater the PV injected. For steam injection, it has the same characteristics, as shown in Figure 8 (b).

**Sensitivity analysis of injection rate and steam quality**

The first parameter is the injection rate of water. At water injection temperature of 100°C, four speeds of 57, 100, 200, 100 m³/d were investigated. The corresponding water injection speed is reduced to 20, 35, 70, 105 mL/h respectively for single tube model. Figure 9 shows the effect of different injection rates on slope $a$ and intercept $b$. The quantitative expressions are shown in formula 33 and formula 34.

\[
a = 11.8789 e^{-0.00159 \text{PV}} \quad (R^2 = 0.9783) \\
b = 5.4188 \ln \text{PV} + 17.2302 \quad (R^2 = 0.9186)
\]  

(33)

(34)

The second parameter is the steam injection speed.
Under the injection temperature of 240°C condition, four speeds of 45, 80, 160, and 80 m³/d were carried out. And in laboratory, the corresponding injection rates of one dimension core are 30, 52, 104, 156 mL/h respectively. Figure 10 shows the effect of different injection rates on slope e and g and intercept f and h. The quantitative expressions are shown in formula 35 to formula 38.

\[
e = -0.04444V + 18.7167 \quad (R^2 = 0.9593) \quad (35)
\]

\[
f = 62.7803e^{-0.0024V} \quad (R^2 = 0.9640) \quad (36)
\]

\[
g = 1.9120\ln V - 0.3769 \quad (R^2 = 0.8741) \quad (37)
\]

\[
h = 55.4786e^{-0.0023V} \quad (R^2 = 0.9504) \quad (38)
\]

The third parameter is the steam quality, that is, the mass percentage of dry saturated steam containing in per kilogram of wet steam. Under the condition of steam injection temperature 240°C and steam injection rate of 52 ml/h, four different steam quality tests of 20, 40, 50, 70% were carried out, respectively. Figure 11 shows the effect of different injection rates on slope e and g and intercept f and h. It can be concluded that the steam quality has little effect on the slope e and g, intercept f and h. Therefore, in steam flooding progress, the steam quality mainly increases the swept volume, not the oil displacement efficiency.

**Calculate the change value of oil saturation in heated zone**

In many analytical models of dynamic prediction of thermal recovery, there is a parameter \( \Delta S_o \), that is, the oil saturation change value of reservoir before and after steam displacing (Myhill and Stegemeier, 1978; Butler and Stephens, 1981; Chandra and Mamora, 2005; Huang et al., 2016). It is a core and indispensable parameter of the analytical model, such as steam drive and steam

\[
\Delta S_o = \frac{1}{1 - \phi} \int_{\text{heated zone}} \left( S_o - S_w \right) \text{d}V
\]
Assisted gravity oil discharge. So accurate predicting the value of $\Delta S_w$ is of great importance for predicting thermal dynamic. According to formula 30 and formula 31, the oil saturation in different injection temperatures and PV numbers can be obtained for a steam-flooding oilfield. To verify the accuracy of the calculation model, using the product of the sweep efficiency ($E_s$) and displacement efficiency ($E_d$) as the ultimate recovery method, three steam flooding project of different heavy oil fields of literature 6 were taken as a calculation case. The three oil fields contain Schoonebeek-in the eastern part of Netherlands, San Ardo in Monterey County, California, USA and Hamaca in Venezuela’s Orinoco heavy oil belt. Basic parameters of the three fields were shown in Table 3, and the ultimate recovery calculation results were

shown in Table 4. By contrasting the results of the three analytical model presented in the literature (Ankit and Ajay, 2012) and the actual result, it can be seen that, this paper calculation forecasts maximum recovery is very close to the oil field actual situation. Therefore, the model in this paper provides guidance for steam flooding evaluation in the early stages of the project.

**The advantages and limitations of the model**

The regression relational expressions are more convenient to calculate the oil displacement efficiency under the different injection temperatures and injection PV numbers. Moreover, this can be helpful for steam
Table 3. Reservoir characteristic and operating conditions of Schoonebeek, San Ardo and Hamaca fields (Refer to reference [6] for details) [6].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Schoonebeek</th>
<th>San Ardo</th>
<th>Hamaca fields</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permeability, mD</td>
<td>1000-10000</td>
<td>6922</td>
<td>12000</td>
</tr>
<tr>
<td>Porosity, %</td>
<td>30</td>
<td>34.5</td>
<td>30</td>
</tr>
<tr>
<td>Initial oil saturation, %</td>
<td>47</td>
<td>73</td>
<td>83.2</td>
</tr>
<tr>
<td>Residual oil saturation, %</td>
<td>25</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Reservoir temperature, °C</td>
<td>37.8</td>
<td>52.8</td>
<td>51.7</td>
</tr>
<tr>
<td>Initial oil viscosity under reservoir temperature, cp</td>
<td>180</td>
<td>3000</td>
<td>25000</td>
</tr>
<tr>
<td>Net thickness, m</td>
<td>25.3</td>
<td>35.1</td>
<td>30.5</td>
</tr>
<tr>
<td>Injection rate, cold water equivalent ,m$^3$/day</td>
<td>198.7</td>
<td>254.4</td>
<td>254.4</td>
</tr>
<tr>
<td>Steam quality, fraction</td>
<td>0.7</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Total day of calculations, days</td>
<td>2190</td>
<td>6900</td>
<td>6900</td>
</tr>
<tr>
<td>Injection PV number</td>
<td>0.60</td>
<td>1.71</td>
<td>1.70</td>
</tr>
<tr>
<td>Injection temperature (°C)</td>
<td>176.7</td>
<td>305.7</td>
<td>305.7</td>
</tr>
<tr>
<td>Average oil saturation after steam flooding predicted by Formula (31), fraction</td>
<td>0.289</td>
<td>0.247</td>
<td>0.282</td>
</tr>
<tr>
<td>Displacement efficiency predicted by Formula (30), fraction</td>
<td>0.386</td>
<td>0.661</td>
<td>0.661</td>
</tr>
<tr>
<td>Average swept volume efficiency by reference 6 (%)</td>
<td>70.5</td>
<td>34.0</td>
<td>36.6</td>
</tr>
<tr>
<td>Maximum recovery forecasts by this article</td>
<td>27.20</td>
<td>22.50</td>
<td>24.20</td>
</tr>
</tbody>
</table>

Table 4. Comparison of maximum recovery as predicted by different models.

<table>
<thead>
<tr>
<th>Oil recovery (fraction)</th>
<th>Schoonebeek field (%)</th>
<th>San Ardo field (%)</th>
<th>Hamaca field (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jeff Jones model</td>
<td>18.00</td>
<td>22.89</td>
<td>16.00</td>
</tr>
<tr>
<td>Suandy Chandra model</td>
<td>46.00</td>
<td>43.00</td>
<td>40.00</td>
</tr>
<tr>
<td>Actual field value</td>
<td>33.00</td>
<td>27.00</td>
<td>30.00</td>
</tr>
<tr>
<td>Forecasts by this article</td>
<td>27.20</td>
<td>22.50</td>
<td>24.20</td>
</tr>
</tbody>
</table>

flooding performance prediction, and provides a precise oil saturation change value for analytical model, which can improve the accuracy of forecasting model. Therefore, the main meaning and purpose of this research is to provide guidance for the evaluation steam-flooding project of heavy oil.

Although a lot of important relations and results have been achieved, there are still some shortcomings that need to be further improved later. The oil displacement efficiency obtained from core test mainly depends on geological factors and fluid properties, such as reservoir type, pore structure, reservoir heterogeneity, rock wettability and crude oil viscosity. The oil displacement efficiency is a macroscopic oil displacement efficiency of oil field level and scale. The final recovery is the product of displacement efficiency and sweep volume coefficient. A major problem, therefore, is the microscopic oil displacement efficiency obtained by core test, represents the coring with special pore structure of itself. Therefore, it can achieve more satisfactory results only to those with the similar permeability, porosity, etc. Therefore, in order to improve the study, the number of statistical samples can be increased and make the coefficient value of more general significance.

Conclusion

Precise description the displacement efficiency is extremely important for evaluating the performance, economic effectiveness and final recovery. Current researches mainly focused on one-dimensional core displacement experiment. Regrettfully, each experiment has a finite number of data points, and it is difficult to obtain data and laws beyond range of test points. In this study, the effect of injection PV number and injection temperature on oil displacement efficiency was analyzed and evaluated quantitatively. Several valuable conclusions can be drawn from the previously mentioned research.

For hot water or steam displacement, the oil displacement efficiency is not only affected by injection PV number but also the injection temperature. Based on one-dimensional core displacement experiment, dozens of curves and correlations about displacement efficiency varied with injection PV number, injection temperature
were regressed, respectively.

Based on dozens of curves, the formula of displacement efficiency of injection hot water and injection steam was established respectively. It makes up for the shortage of the finite test data points.

Chart of the displacement efficiency between the injection PV number and injection temperature was obtained. It is helpful for steam flooding performance prediction.

The precise of the regression formula was verified by three steam flooding case of different heavy oil fields. Main production indexes of heavy oil field such as oil recovery can be predicted quickly and precisely.
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Nomenclature

\( E_{d-water}^{56\degree C} \), % Oil displacement efficiency for Injection 56\degree C water; \( E_{d-water}^{100\degree C} \), % Oil displacement efficiency for Injection 100\degree C water; \( E_{d-water}^{150\degree C} \), % Oil displacement efficiency for Injection 150\degree C water; \( E_{d-water}^{200\degree C} \), % Oil displacement efficiency for Injection 200\degree C water; \( E_{d-water} \), % Oil displacement efficiency for Injection water; \( PV \), Decima Pore volume multiple; \( a \) Slope of linear relation; \( b \) Intercept of linear relation; \( T \), \degree C Temperature; \( e \) Slope of linear relation; \( f \) Intercept of linear relation; \( g \) Slope of linear relation; \( h \) Intercept of linear relation; \( E_{d-steam}^{200\degree C} \), % Oil displacement efficiency for Injection 200\degree C steam; \( B_o \) Volume coefficient of crude oil before water injection; \( B_{oi} \) Volume coefficient of crude oil after water injection; \( S_{oi} \), Decima Average oil saturation in water injection; \( S_o \), Decima Average oil saturation after water injection; \( S_{er} \), Decima Residual oil saturation after water injection; \( V \), ml/h

Injection rate of hot water or steam.

REFERENCES


Fen L (2009). Study on Water Displacement Efficiency and Sweep Efficiency for Sandstone Reservoir with Medium or High Permeability. Shandong, China University of Petroleum (East China), pp. 1-60.


Hou J, Xia ZZ, Li SX, Zhou K, Lu N (2016b). Operation parameter...


SY/T 6315 (2006). Relative permeability and displacement efficiency test under the condition of high temperature for heavy oil reservoir. China's industry standard.


