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Spatio-temporal dynamics of land use on the expansion of coffee agroforestry systems in Cameroon’s production basins
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Diachronic analysis of satellite images was used to assess the spatiotemporal dynamics of land use and land cover change in the coffee production basins of Cameroon, located in the forest agro-ecological zones (Moungo and Haut-Nyong) and the highland humid savannah (Noun). A survey of farmers was carried out to identify land use and changes in the area of coffee agroforests over time. While the period 1980 to 2001 was marked by an increase in the area of the forest/agroforest land-use unit, the period 2001 to 2019 shows significant regressions ranging from 14 to 22% of the total area of each basin. Significant changes in the land use units have repercussions on the areas dedicated to coffee growing, which have decreased significantly; today, the largest areas under cultivation are in Haut-Nyong (1.51±1.27 ha), the medium areas in Moungo (1.14±1.13 ha) and the smallest in Noun (0.67±0.72 ha). Coffee abandonment coupled with anthropogenic factors such as agriculture and housing expansion are mainly responsible for the degradation of coffee agroforests, with notable repercussions on land cover changes. The cocoa-coffee revival encouraged by sectoral Ministries in recent years seems to have encouraged cocoa production, since in agro-ecological regions; the increase in forest/agroforest area is mainly attributable to *Theobroma cacao* and *Elaeis guineensis*.
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INTRODUCTION

Land use change through deforestation and/or forest cover degradation due to unsustainable agricultural practices emits significant amounts of carbon into the atmosphere (Cortez and Stephen, 2009; Mangion, 2010). According to the Global Environment Facility (FEM, 2012), the activities of land use and forestry sector contribute 31% to global greenhouse gas (GHG) emissions that is, 14% in agriculture and 17% of
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deforestation and land degradation due to unsustainable practices, which have profound impacts on maintaining ecosystem services. Research on land use and land cover change is important at a basic level to explore the dynamics and drivers of change (socio-economic or biophysical) associated with it in order to support conservation planning and policy development (Ellis et al., 2010); the processes and drivers associated with these changes being complex and resulting from the interaction of the human-environment system which is influenced by socio-economic, environmental and political-institutional aspects that can be considered as drivers (Rindfuss et al., 2004; Overmars and Verburg 2005, 2006).

The monitoring of land use and land cover changes in the Congo Basin is necessary in view of the significant decrease in forest area recorded during this century (Karsenty, 2004; Tchatchou et al., 2015). In this regard, forests and agroforests constitute a major component for the maintenance of tree cover (Ellis et al., 2010). Indeed, agroforestry systems (AFS) are recognized as privileged places for biodiversity conservation and important carbon reservoirs (Zapfack et al., 2002). Recent studies show that the management of agroforests based on perennial crops constitutes a means of afforestation of savannah ecosystems, through the introduction and or preservation of trees for shade and the provision of many other services (Jagoret et al., 2014). In Central Africa, a significant part of agriculture is based on complex AFS, mainly based on cocoa and coffee trees, which contribute to the income and food of millions of rural families. These complex cocoa- and coffee-based AFS are considered intermediate land-use systems between natural forest extraction and modern plantations (Foresta and Michon, 1997; Correia et al., 2008). The conversion of agroforests to non-agroforestry systems can occur if the economic and institutional conditions are not favourable compared to the deforestation process and thus generate similar environmental impacts (Ellis et al., 2010).

Cameroon, the second largest country in the Congo Basin in terms of forest area (20 million ha of forest) and the fifth most biodiverse country in the continent (WRI, 2006), is made up of five agro-ecological zones, three of which form the south of the country and are the main coffee and cocoa production basins. These are the monocloval forest zone (coastal and mountainous zone with a humid equatorial climate), the bimodal forest zone and the high altitude humid savannah zone (Western Highlands) with an equatorial climate (MINEPIA, 2011). The forest agro-ecological zones are recognized as Robusta coffee growing areas while the highlands are the preferred area for Arabica coffee. According to Kamga (2002), the cultivation of Arabica coffee in the highlands of West Cameroon, introduced in 1924 by the colonial administration has experienced an unprecedented boom. Thanks to this crop, the Bamileke peasant was able to improve his social status. However, the economic crisis of the 1980s, coupled with the devaluation of the CFA franc, led to a gradual abandonment of coffee cultivation due to the cost of inputs and the lack of subsidies in favour of market gardening and food crops (Fongang, 2008; Kuete, 2008). These phenomena have significantly marked the history of coffee growing and, by extension, the agrarian landscapes of Cameroon's coffee-growing regions. Considering the construction of coffee landscapes in the 1960s, followed by their deconstruction in the 1980s with the advent of the crisis, one could envisage encouraging prospects for a spatial reconfiguration of coffee agroforests in the different production basins thanks to the cocoa-coffee revival encouraged in recent years by the sectoral ministries, organizations and institutions under their supervision. However, this revival does not take into account the evaluation of changes in land use and occupation. It is therefore important to examine the influence of these changes in coffee growing on the landscape dynamics of humid forest and savannah ecosystems, which are recognized as the main production basins in Cameroon.

Remote sensing data are frequently used for landscape studies (Morant, 1999; Djongo et al., 2020). Remote sensing offers an important data source for studying the spatio-temporal dynamics of several environmental parameters; it is necessary for monitoring land use. The objective of the study is to characterize the changes in land use patterns in the main coffee production basins in Cameroon between 1980 and 2018, taking into account the following eco-zones i.e. the Noun Division (Foumbot, Nkouoptamo) for the high savannah agro-ecological zone where Arabica coffee is grown and the Divisions of Moungo (Melong, Baré-Bakem, Nkongsamba 2) and Haut-Nyong (Angossas, Mboma) for the forest agro-ecological zones with monomodal and bimodal rainfall regimes, respectively, which are the preferred zones for Robusta coffee.

MATERIALS AND METHODS

Study site

The main coffee production basins of Cameroon are located in the southern part of Cameroon, between 2°10’ and 7°00’ North latitude and between 8°30’ and 16°10’ East longitude, covering an area of 242620 km² (Figure 1). It corresponds essentially to the West and North-West regions for the agro-ecological zone of humid highland savannah (AEZ 3) characterized by a tropical mountainous climate of sub-equatorial type influenced by a rugged relief and with a long rainy season and a short dry season of 2 to 4 months (UNDP, 2013); the South-West and Littoral regions for the monomodal forest zone (AEZ 4) where a hot and humid oceanic equatorial type climate prevails with two seasons; the Central, Eastern and Southern regions for the bimodal forest zone (AEZ 5), characterized by a sub-equatorial Congo-Guinean type climate with two dry seasons alternating with two rainy seasons. According to Letouzey (1985), the AEZ 3 is made up of a herbaceous stratum dominated by Pennisetum purpureum and Imperata cylindrica and the woody cover is highly disturbed by human activities. A mangrove flora composed of Rhizophoras and Avicennia in AEZ 4; AEZ 5 is composed on the one hand by the dense evergreen forest of low
and medium altitude and Atlantic of medium altitude and on the other hand, by the dense semi-deciduous forest of medium altitude. The Subdivisions of Foumbot and Kouoptamo are the study localities for AEZ 3; the Subdivisions of Melong, Baré-Bakem and Nkongsamba 2 are the study localities for EAZ 4; the Subdivisions of Angossas and Mboma are the study localities for EAZ 5.

**Data collection and analysis**

**Remote sensing and field data**

The remote sensing data consists of Landsat MSS, Landsat 7 ETM+ and Landsat 8 OLI_TIRS satellite images for the years 1980, 2001 and 2019, respectively. These images contain location information provided by National Aeronautics and Space Administration (NASA) and United State Geological Survey (USGS). The images have the advantage of being orthorectified, so they can be easily integrated into a geographic information system (GIS). These images have a resolution of 30 m for the multi-spectral bands and 15 m for the panchromatic band. They are provided in standard GeoTIFF format with a Universal Transverse Mercator (UTM) projection. The dry season images were used to discriminate between perennial crops and food crops and between rainy season crops. Landscape unit discrimination points were identified in the localities of the three production basins corresponding to four land use forms of interest in Noun and Moungo (forest/agroforest, clear forest, cropland, built-up areas/bare soil) and five in Haut-Nyong (valley vegetation, forest/agroforest, clear forest, cropland, built-up areas/bare soil).

DEM ASTER (Digital Elevation Model) images with a resolution of 30 m were first used to produce the Digital Terrain Model; coupled with field surveys, they were used to identify the altitudes at which coffee is grown in the production basins. A questionnaire was administered to 240 producers on the evolution of coffee-growing areas and the identification of land use types.

**Data analysis**

The first phases of the processing consisted of image pre-processing (atmospheric and radiometric corrections), combination of the different spectral bands and extraction of the study area from the image scenes for each of the three dates. The images used were all already geo-rectified according to the UTM WGS 84 projection system. Next, the normalized vegetation index (NDVI) analysis was used to highlight the vegetation surfaces. The NDVI varies from -1 to 1 with negative water values, bare and nearly bare soil values close to 0 and dense and green vegetation values close to 0.8 (Lambin and Ehrlich, 2007). It is the ratio of the Near Infrared (NIR) band minus the Red (R) band to the NIR + R band. The thresholding technique is then applied to extract information on AFS and forest formations. Finally, the composite bands were used to produce the best colour compositions to determine the spectral signatures of the objects for a supervised maximum likelihood classification of the land cover patterns. Four main classes of interest were identified: forest/agroforest, open forest, cropland and built-up/bare soil. The classification results were used to quantify land cover and highlight vegetation cover in 1980, 2001 and 2019. The pixel confusion matrix coupled with Global Positioning System (GPS) data from the field campaigns were used for final validation of the land cover maps. The image processing was carried out using ENVI 5.3 software. The processed images were then introduced into ArcGIS 10.3 software for the creation of maps and the calculation of areas.

The analysis of the dynamics was done by calculating the
average annual rate of spatial expansion (T) which measures the growth of macroeconomic aggregates between two given periods (Inoussa et al., 2011). Let S be the area, S1 and S2 corresponding to the areas of a land use class during the first and second periods.

\[ T(\%) = \left( \frac{S2 - S1}{S1} - 1 \right) \times 100 \]

- If \( S2 - S1 \) is positive, an increase in land cover unit is concluded;
- If \( S2 - S1 \) is negative, a regression of the land cover unit is concluded;
- If \( S2 - S1 \) is zero, a stability of the land use unit is concluded.

The development of the transition matrix, a method for describing in a condensed manner, in the form of a square matrix, the changes in state of the elements of a system during a given period (Schlaepfer, 2002). The transition matrix makes it possible to describe in a condensed manner, in the form of a square matrix, the changes in state of the elements of a system during a given period; it contains no information on the spatial distribution of the changes, nor on the processes and causes that led to the changes, but it does provide information on the proportion of assignment of a type “i” of land use to a state “j” that was achieved during the period in question (Bamba, 2010). The analysis of variance with SPSS 21 software has made it possible to compare the evolution of the averages of coffee areas in the production basins.

RESULTS

Land use in coffee growing areas


Figure 2 shows that land use differs from one date to another. In 1980, forest/agroforest occupied 18% of the total area, or 19596.5 ha. Crops occupied 13% (13988 ha) and clear forest 5.96%, that is, 6241.5 ha.

In 2001, the land use has clearly changed for some classes. The area occupied by forest/agroforest increased by 2% and reached 21% (21635.3 ha). Crops follow the same trend with a remarkable evolution of almost 10% of the occupied area between 1980 and 2001. The clear forest has considerably regressed compared to 1980; it does not reach 1% in 2001 and yet it occupied an area of over 5% in 1980. In 2019, built-up/bare soil still occupies a larger area than the other classes. Crops have followed a progressive curve and have evolved in terms of occupancy at the expense of other classes such as clear forest which holds the lowest percentage with 1.1%.


In Moungou, the changes and evolutions are as remarkable as in Noun (Figure 3). In 1980, forest/agroforest occupied a larger area than the other classes with 45.43% or 37907.1 ha of the total area.

The next largest area is cultivated with 33.95% (28332.8 ha), followed by built-up areas/bare soil and clear forest with 15.52 and 5.01% respectively. The real estate market with buildings had not yet expanded during this period. This is the reason why the area occupied by built-up/bare soil was not as important. The clear forest occupied only a small part of the total area. In 2001, both forest/agroforest and built/unbuilt land have changed compared to 1980. The area of forest/agroforest increased from 45.43% in 1980 to 55.05% (46774.4 ha) in 2001, that is, an increase of almost 10%, and the area of built-up area/bare soil increased from 15.52% in 1980 to 17.65% in 2001, that is, an increase of almost 1.5%.

The clear forest and water have also experienced this evolution. Only crops have experienced a spectacular regression. They occupy 18.63%, which is minimal compared to the year 1980 when they occupied 33.95%. In 2019, crops have regained ground and occupy almost half of the total area with 45.16% (38346.8 ha). Among other things, they have nibbled away at the areas dedicated to forest/agroforest, which currently have only 22.31% (18,943.2 ha) of the area, whereas they occupied more than half of the total area in 2001. The clear forest has practically doubled its coverage rate with 16.44% (13960.3 ha) compared to 2001 when it was 8.57%.

Status of land use in 1980, 2001 and 2019 in Haut-Nyong

In Haut-Nyong (Angossas and Mboma), a new class is included in the analysis, namely valley vegetation (raffia swamp forest), which is a particularity of this zone (Figure 4). Globally, the class that has grown since 1980 to 2019 is the built-up/bare soil class with an evolution of more than 10% each time compared to the clear forest class which has suffered a degradation of its space going from 26.36% (16210.1 ha) of the occupied area in 1980 to 2.36% (1726.7 ha) in 2019. The other classes have undergone evolutions and changes over time; recording periods of oscillations that all have in common almost similar profiles in terms of evolution. In 2001, they reached their peak before falling in 2019.

Dynamics of land use patterns

From 1980-2001 to 2001-2019 in Noun

Between 1980 and 2001, forest/agroforest occupied more space with an increase in area of 2038.8 ha while clear forest lost over 90% of its area. The crop class gained the most in terms of area with a gain of over 11000 ha. The period 2001 to 2019 is characterized by gains in the clear forest and crop land use units and a decline in forest/agroforest and non-forest areas. Table 1 shows the differences in area gained or lost between the three dates (1980, 2001 and 2019).
The transition matrix shows that between 1980 and 2001, 45.5% of the land in Noun underwent changes, including 42.30% of conversions, that is, 44281.6 ha, and 3.30%, that is, 3457 ha of modifications. The unchanged areas represent 54.40% of the total area of the study area, that is, 56943.2 ha. Table 4 highlights the changes that have affected forests at the expense of cultivated areas and built-up areas and bare soil. Between 2001 and 2019, 45.08% of the land in Noun underwent changes, 43.79% of which were conversions, that is, 45841.6 ha, and only 1.29%, that is, 1353.3 ha, were modifications. As for the areas without changes, they represent 54.92% of
the total area of the study area, that is, 57487 ha (Table 5).

From 1980-2001 to 2001-2019 in the Mounogo

Overall, the land use classes in this area have varied over time and no class has been able to maintain the extent of area that it has increased or decreased. Table 2 shows the differences in area (gained or lost) of the five land use classes between 1980 and 2019. Between 1980 and 2001, only crops experienced a decrease in terms of area and the other classes experienced remarkable increases. Forest/agroforest has the largest increase with 8770.2 ha; this class is strongly correlated with crops since an increase in area in one of these classes leads to

Figure 3. Land use/land cover classification in Mounogo Division (Melong, Baré-Bakem and Nkongsamba 2) in 1980, 2001 and 2019. Sources: Landsat images MSS, TM+, and OLI-TIRS; Projection system: WGS 84 32N.
Table 1. Areas of land use/land cover gained or lost (ha) between 1980 and 2019 in Noun.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Land use patterns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forest/Agroforest</td>
<td>19596.6</td>
<td>21635.4</td>
<td>14164.4</td>
<td>2038.8</td>
<td>-7470.9</td>
</tr>
<tr>
<td>Clear Forest</td>
<td>6241.6</td>
<td>585.3</td>
<td>1242.1</td>
<td>-5656.2</td>
<td>656.7</td>
</tr>
<tr>
<td>Cropland</td>
<td>13988.9</td>
<td>25959.1</td>
<td>35291.5</td>
<td>11970.3</td>
<td>9332.4</td>
</tr>
<tr>
<td>Built up / Bare soil</td>
<td>61932.7</td>
<td>53423.4</td>
<td>51080.4</td>
<td>-8509.3</td>
<td>-2343.1</td>
</tr>
<tr>
<td>Water</td>
<td>2922.2</td>
<td>3078.5</td>
<td>2903.4</td>
<td>156.4</td>
<td>-175.1</td>
</tr>
</tbody>
</table>

a decrease in the other class and vice versa. The period 2001 to 2019 is marked by gains in the crop and clear forest land use units and a decrease in forest/agroforest. This confirms the interrelation between the forest/agroforest class and crops.

Table 6 shows that between 1980 and 2001, 39.39% of the land in the Moungo underwent changes, of which 34.80% were conversions, that is, 28936.4 ha, and 4.59%, that is, 3813.6 ha, were modifications. The unchanged areas represent 60.61% of the total area of
Table 2. Areas of land use/land cover gained or lost (ha) between 1980 and 2019 in Moungo.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Land use patterns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forest/Agroforest</td>
<td>37907.1</td>
<td>46677.4</td>
<td>18943.2</td>
<td>8770.2</td>
<td>-27734.2</td>
</tr>
<tr>
<td>Clear forest</td>
<td>4178.5</td>
<td>7263.8</td>
<td>13960.3</td>
<td>3085.2</td>
<td>6696.4</td>
</tr>
<tr>
<td>Cropland</td>
<td>28332.8</td>
<td>15792.6</td>
<td>36346.8</td>
<td>-12540.1</td>
<td>22554.2</td>
</tr>
<tr>
<td>Built up / Bare soil</td>
<td>12955.1</td>
<td>14969.8</td>
<td>13647.5</td>
<td>2014.6</td>
<td>-1322.2</td>
</tr>
<tr>
<td>Water</td>
<td>73.8</td>
<td>88.4</td>
<td>21.2</td>
<td>14.6</td>
<td>-67.2</td>
</tr>
</tbody>
</table>

Table 3. Areas of land use/land cover gained or lost (ha) between 1980 and 2019 in Haut-Nyong.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Land use patterns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valley vegetation</td>
<td>14613.3</td>
<td>18080.1</td>
<td>14841.9</td>
<td>3466.8</td>
<td>-3238.2</td>
</tr>
<tr>
<td>Forest/Agroforest</td>
<td>24772.7</td>
<td>25944.7</td>
<td>23361.9</td>
<td>1172.1</td>
<td>-2582.9</td>
</tr>
<tr>
<td>Clear Forest</td>
<td>16210.1</td>
<td>1726.7</td>
<td>1436.4</td>
<td>-14483.4</td>
<td>-290.3</td>
</tr>
<tr>
<td>Cropland</td>
<td>4939.2</td>
<td>7998.4</td>
<td>6526.8</td>
<td>3059.2</td>
<td>-1471.7</td>
</tr>
<tr>
<td>Built up / Bare soil</td>
<td>956.2</td>
<td>7954.4</td>
<td>14746.3</td>
<td>6998.2</td>
<td>6791.8</td>
</tr>
</tbody>
</table>

Table 4. Dynamic characteristics of land use/land cover patterns from 1980 to 2001 in Noun.

<table>
<thead>
<tr>
<th>2001/1980</th>
<th>Forest / Agroforest (ha)</th>
<th>Clear forest (ha)</th>
<th>Cropland (ha)</th>
<th>Built up/Bare soil (ha)</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest/Agroforest</td>
<td>9110.7</td>
<td>371.1</td>
<td>5439.2</td>
<td>4567.1</td>
<td>108.3</td>
</tr>
<tr>
<td>Clear forest</td>
<td>3085.9</td>
<td>26.8</td>
<td>2289.5</td>
<td>838.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Cropland</td>
<td>2617.9</td>
<td>30.9</td>
<td>4268.5</td>
<td>7053.6</td>
<td>18.0</td>
</tr>
<tr>
<td>Built up/Bare soil</td>
<td>6754.3</td>
<td>156.5</td>
<td>13898.4</td>
<td>40854.6</td>
<td>268.9</td>
</tr>
<tr>
<td>Water</td>
<td>66.6</td>
<td>0</td>
<td>63.4</td>
<td>109.6</td>
<td>2682.6</td>
</tr>
</tbody>
</table>

Modified areas in forest vegetation Areas unchanged

the study area, that is, 50390.7 ha. Between 2001 and 2019, 56.43% of the Moungo's land area underwent changes, of which 45.62% were conversions, that is, 38597.8 ha, and 10.81%, that is, 9141.1 ha of modifications. The unchanged areas represent 43.57% of the total area of the study area, that is, 36860.9 ha (Table 7).

From 1980-2001 to 2001-2019 in Haut-Nyong

Between 1980 and 2001, the first remark that stands out is that clear forest is the only class that has regressed and this area has reached 14483.4 ha. All other classes have gained in area. Between 2001 and 2019, valley vegetation is the class that lost the most area.

Forest/agroforest is decreasing; in contrast to the period 1980 and 2001 when it had the largest area loss, it becomes the class with the least area loss during this period. Table 3 provides further clarification on land use in zone 5.

Table 8 shows that between 1980 and 2001, 48.64% of the land in Haut-Nyong underwent changes, of which 38.40% were conversions, that is, 23,614.3 ha, and 10.24%, that is, 6,298.6 ha, were modifications. As for the areas without changes, they represent 51.35% of the total area of the study area, that is, 31578.4 ha. Between 2001 and 2019, 46.02% of the land in Haut-Nyong underwent changes including 37.56% of conversions or 23178 ha and 8.46% or 5218 ha of modifications. As for the areas without changes, they represent 53.98% of the total area of the study area, that is, 33308 ha (Table 9).
### Table 5. Dynamic characteristics of land use/land cover patterns from 2001 to 2019 in Noun.

<table>
<thead>
<tr>
<th>2019/2001</th>
<th>Forest /Agroforest (ha)</th>
<th>Clear forest (ha)</th>
<th>Cropland (ha)</th>
<th>Built up/Bare soil (ha)</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest/Agroforest</td>
<td>8344.9</td>
<td>951.3</td>
<td>7800.5</td>
<td>4489.6</td>
<td>49.2</td>
</tr>
<tr>
<td>Clear forest</td>
<td>402.0</td>
<td>107.2</td>
<td>52.9</td>
<td>22.8</td>
<td>0.4</td>
</tr>
<tr>
<td>Cropland</td>
<td>3457.8</td>
<td>136.2</td>
<td>11156.7</td>
<td>11188.7</td>
<td>19.7</td>
</tr>
<tr>
<td>Built up/Bare soil</td>
<td>1949.2</td>
<td>47.1</td>
<td>16235.0</td>
<td>35118.1</td>
<td>74.1</td>
</tr>
<tr>
<td>Water</td>
<td>10.5</td>
<td>0.2</td>
<td>46.4</td>
<td>261.3</td>
<td>2760.1</td>
</tr>
</tbody>
</table>

Modified areas in forest vegetation | Areas unchanged

### Table 6. Dynamic characteristics of land use/land cover patterns from 1980 to 2001 in the Moungo.

<table>
<thead>
<tr>
<th>2001/1980</th>
<th>Forest /Agroforest (ha)</th>
<th>Clear forest (ha)</th>
<th>Cropland (ha)</th>
<th>Built up/Bare soil (ha)</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest/Agroforest</td>
<td>31790.6</td>
<td>1591.2</td>
<td>2252.5</td>
<td>2018.0</td>
<td>47.8</td>
</tr>
<tr>
<td>Clear forest</td>
<td>2222.4</td>
<td>1202.1</td>
<td>501.4</td>
<td>223.5</td>
<td>1.7</td>
</tr>
<tr>
<td>Cropland</td>
<td>9079.8</td>
<td>3658.2</td>
<td>10149.8</td>
<td>5388.2</td>
<td>7.3</td>
</tr>
<tr>
<td>Built up/Bare soil</td>
<td>2320.0</td>
<td>621.0</td>
<td>2742.8</td>
<td>7235.1</td>
<td>14.1</td>
</tr>
<tr>
<td>Water</td>
<td>43.7</td>
<td>0.8</td>
<td>1.2</td>
<td>14.4</td>
<td>13.1</td>
</tr>
</tbody>
</table>

Modified areas in forest vegetation | Areas unchanged

### Table 7. Dynamic characteristics of land use/land cover patterns from 2001 to 2019 in the Moungo.

<table>
<thead>
<tr>
<th>2019/2001</th>
<th>Forest /Agroforest (ha)</th>
<th>Clear forest (ha)</th>
<th>Cropland (ha)</th>
<th>Built up/Bare soil (ha)</th>
<th>Water</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest/Agroforest</td>
<td>17557.0</td>
<td>8810.1</td>
<td>17423.9</td>
<td>2737.8</td>
<td>3.9</td>
</tr>
<tr>
<td>Clear forest</td>
<td>331.0</td>
<td>2278.9</td>
<td>82.3</td>
<td>82.3</td>
<td>0.1</td>
</tr>
<tr>
<td>Cropland</td>
<td>414.9</td>
<td>1841.0</td>
<td>3813.4</td>
<td>1790.5</td>
<td>0.1</td>
</tr>
<tr>
<td>Built up/Bare soil</td>
<td>458.6</td>
<td>983.0</td>
<td>6768.9</td>
<td>6743.3</td>
<td>3.1</td>
</tr>
<tr>
<td>Water</td>
<td>20.5</td>
<td>5.1</td>
<td>10.4</td>
<td>31.9</td>
<td>14.0</td>
</tr>
</tbody>
</table>

Modified areas in forest vegetation | Areas unchanged

### Table 8. Dynamic characteristics of land use/land cover patterns from 1980 to 2001 in Haut-Nyong.

<table>
<thead>
<tr>
<th>2001/1980</th>
<th>Valley vegetation (ha)</th>
<th>Forest /Agroforest (ha)</th>
<th>Clear forest (ha)</th>
<th>Cropland (ha)</th>
<th>Built up/Bare soil (ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valley vegetation</td>
<td>12418.8</td>
<td>1493.3</td>
<td>28.2</td>
<td>82.3</td>
<td>590.5</td>
</tr>
<tr>
<td>Forest/Agroforest</td>
<td>4805.3</td>
<td>15922.1</td>
<td>770.0</td>
<td>1790.5</td>
<td>1484.8</td>
</tr>
<tr>
<td>Clear forest</td>
<td>680.4</td>
<td>7208.3</td>
<td>773.7</td>
<td>4072.0</td>
<td>3475.7</td>
</tr>
<tr>
<td>Cropland</td>
<td>86.6</td>
<td>1112.1</td>
<td>137.4</td>
<td>1845.5</td>
<td>1757.6</td>
</tr>
<tr>
<td>Built up/Bare soil</td>
<td>27.0</td>
<td>118.5</td>
<td>11.6</td>
<td>180.8</td>
<td>618.3</td>
</tr>
</tbody>
</table>

Modified areas in forest vegetation | Areas unchanged

---

**Influence of coffee growing on agrarian dynamics**

In the Department of Noun, an Arabica coffee growing area (Foumbot and Kouoptamo Subdivisions), coffee growing is practiced between 800 and 1400 m altitude. The Kouoptamo area is higher in altitude and coffee is grown at an average altitude of 1200 m. In Moungo, the Robusta coffee production basin (Melong, Bare-Bakem...
Table 9. Dynamic characteristics of land use/land cover patterns from 2001 to 2019 in Haut-Nyong.

<table>
<thead>
<tr>
<th>2019/2001</th>
<th>Valley vegetation (ha)</th>
<th>Forest /Agro forest (ha)</th>
<th>Clear forest (ha)</th>
<th>Cropland (ha)</th>
<th>Builtup/Bare soil (ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valley vegetation</td>
<td>12065.8</td>
<td>3156.9</td>
<td>152.1</td>
<td>368.5</td>
<td>2336.8</td>
</tr>
<tr>
<td>Forest/Agroforest</td>
<td>2061.1</td>
<td>15313.7</td>
<td>985.3</td>
<td>2632.6</td>
<td>4951.8</td>
</tr>
<tr>
<td>Clear forest</td>
<td>70.6</td>
<td>962.6</td>
<td>50.1</td>
<td>240.5</td>
<td>402.9</td>
</tr>
<tr>
<td>Cropland</td>
<td>157.0</td>
<td>2560.8</td>
<td>143.5</td>
<td>1882.1</td>
<td>3255.0</td>
</tr>
<tr>
<td>Built up /Bare soil</td>
<td>682.3</td>
<td>1594.2</td>
<td>110.8</td>
<td>1570.7</td>
<td>3996.3</td>
</tr>
</tbody>
</table>

Modified areas in forest vegetation
Areas unchanged

Table 10. Evolution of average coffee growing areas according to production zones.

<table>
<thead>
<tr>
<th>Production basins</th>
<th>Locations</th>
<th>Average area at origin (ha)</th>
<th>Current average area (ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noun</td>
<td>Foumbot, Nkouoptamo</td>
<td>1.25±1.02ᵃ</td>
<td>0.67±0.72ᵃ</td>
</tr>
<tr>
<td>Moungo</td>
<td>Melong, Baré-Bakem, Nkongsamba 2</td>
<td>1.59±1.07ᵇ</td>
<td>1.14±1.13ᵇ</td>
</tr>
<tr>
<td>Haut-Nyong</td>
<td>Angossas, Mboma</td>
<td>1.93±1.09ᶜ</td>
<td>1.51±1.27ᶜ</td>
</tr>
</tbody>
</table>

Means with identical letters in each column are equal to the significance level α = 0.05, P = 95%.

Figure 5. Producers' perception of the evolution of coffee areas over time according to production basins.

and Nkongsamba 2 Subdivisions), coffee is also grown at altitudes of up to 1,400 m. However, there are dissimilarities at the locality level, with the highest localities being in Melong and Nkongsamba 2. In Bare-Bakem, the altitude does not exceed 1000 m. In Haut-Nyong, another Robusta coffee production basin, the altitude varies from 590 to 780 m (Mboma and Angossas Subdivisions) and coffee growing is practiced at all levels of altitude. The influence of coffee growing on the agrarian landscape of Cameroon's production basins significant and relates to the distribution of land per farmer according to the localities of each basin (Table 10 and Figure 5).

Table 10 shows that the largest areas under cultivation are in Haut-Nyong (1.51±1.27 ha), the medium areas in Moungo (1.14±1.13 ha) and the smallest in Noun (0.67±0.72 ha); however, Melong is the second largest area after Mboma. The smallest areas are found in Foumbot in Noun with 0.58±0.73 ha. For the first period (areas at origin), the analysis of variance shows that
there is a significant difference (0.010) between the area means between localities and area classes. The Newman-Keuls test for separation of means shows that the area means of Melong, Angossas and Mboma differ from those of the other four smaller localities. For the first period (areas at origin), the analysis of variance shows that there is a significant difference (0.010) between the area means between localities and area classes. The Newman-Keuls test for separation of means shows that the area means of Melong, Angossas and Mboma differ from those of the other four smaller localities.

For the second period (current areas), the analysis of variance shows that there is a significant difference (0.006) between the area means between localities and area classes. The test of separation of means shows that the area means of Melong and Mboma differ from those of the other five smaller localities. However, there is a significant difference between the area means of the different basins. However, Moungo is the basin that has experienced the most decreases and increases in area, with peaks of nearly 50 and 12% for decreased and increased areas respectively; the areas that have been maintained are found in Haut-Nyong (33%) and Noun (31%).

DISCUSSION

Land use/land cover dynamics

Studies on land cover change are essential for the development of effective natural resource management plans (Gilani et al., 2015). The diachronic analysis of the landscapes of the different coffee production basins developed from Landsat MSS, ETM + and OLI TIRS images, allowed a monitoring of landscape changes that occurred between 1980 and 2019. The knowledge of the terrain has made it possible to identify the constituent elements of the environment and to accurately characterize the occupation modes through thresholding methods and supervised classification. The use of remote sensing has already been used in the analysis of land cover dynamics by many authors (Tabopda, 2012; Ellis et al., 2010; Temgoua et al., 2018; Momo et al., 2018; Djingo et al., 2020; Tsewou et al., 2020), but this approach has the advantage of allowing for more accurate extraction of vegetation information. The confusion matrix reveals that the pixels of some land use units were confused with others; but the Kappa index obtained which varies between 0.90 and 0.98 for the images of each site confirms the statistical acceptability of these classifications.

The results of this study show after using the FAO soil classification system (2012) applied to our context, that coffee AFS are part of the forest/agroforest land use class. Since 1980, forest/agroforest compared to other land use classes has been the most important in Moungo in particular with 45% of the total area of the study area against 40% in Haut-Nyong and 18% in Noun. The 2001 period is marked by an increase in the area of this class in all production basins (55% in Moungo, 42% in Haut-Nyong and 21% in Noun). Between 2001 and 2019, there was a significant decline in the area of forest/agroforest, most notably in Moungo (22% in Moungo, 36% in Haut-Nyong and 14% in Noun). These decreases in area are in contrast to the continuous increases recorded in the crop and housing classes. In a similar study conducted on the eastern slope of the Bamboutos Mountains (Kuete, 2017; Fogang, 2019), where population densities are higher, the period 2001-2017 is instead marked by a resurgence of forest/agroforest areas due to plantations of eucalyptus and other multipurpose woody species. These results on land use in Cameroon's coffee production basins, which show a continuous increase in cultivated areas, are similar to those obtained by Oszwald (2005); in fact, in a study conducted on agroforestry dynamics between 1980 and 2000, the author highlights deforestation in favour of cultivated areas, mainly for commercial purposes, through the establishment of coffee or cocoa plots; this period corresponds to a transition in Cameroon towards food and perennial crops (cocoa and oil palm).

The activity data that emerged show that overall, the period 2001-2019 is marked by greater changes (conversions and modifications) in land use units compared to the period 1980-2001. During the period 1980-2001, the greatest changes in land use units are recorded first in Haut-Nyong (48.6% of the total area of this study area) against 51.3% without changes; then in Noun with 42.3% of changes against 54.4% of unchanged areas; finally in Moungo with 39.9% of changes against 60.6% without changes. On the other hand, during the period 2001-2019, Moungo recorded the greatest changes with 56.4% of the total area of this study area, followed by Haut-Nyong with 46% of changes; Noun was in last position with 45% of changes. These data differ from those obtained on the eastern slope of the Bamboutos Mountains (Kuete, 2017) where the most significant changes were observed during the period 1980-2001. These data differ significantly from those obtained by Sarr (2009) in a similar study in a drought affected ecoregion.

The identification of land use types from the forms of occupation showed that in addition to coffee AFS which are found in the forest class, sacred forests we also have raffia and bamboo in the valleys and other multipurpose woody trees; eucalyptus stands are found in Noun at all altitudinal gradients while coffee trees are found at medium and low altitudes as indicated by Mbarga et al. (2013) for the western highlands. In Noun (Foumbot and Kouoptamo Subdivisions), the study showed that coffee trees are found between 800 and 1400 m in Moungo and between 590 to 780 m in Haut-Nyong. Contrary to the eastern slopes of the Bamboutos Mountains, where
coffee is grown up to 1800 m in altitude and where all levels of altitude are exploited (potato and market garden crops at high altitude), the high altitudes of Noun and Moungo, which are mostly not exploited, are used for grazing. The non-forest areas (built-up areas/bare soil) are made up of built-up areas, rocky outcrops and bare soil. However, some of the bare soil was found to be cultivated areas due to the preparation of the soil for cultivation during the satellite imaging; this would refer to the larger agricultural areas than those assessed in this study.

**Influence of coffee growing on the agrarian landscape of production basins**

The introduction of coffee growing in Cameroon has had a significant impact on the agrarian landscape of the different production basins. In the years before the crisis, there was a rapid increase in the area under coffee, followed by a second period marked by a decline. There is a significant difference between the original and current areas under coffee. The average size of the original coffee-growing areas varied between 1.25±1.02 and 1.93±1.09 ha (with a peak of 2.02 ha in Haut-Nyong) depending on the production basin. Today, the largest areas under cultivation are in Haut-Nyong (1.51±1.27 ha), the medium areas in Moungo (1.14±1.13ha) and the smallest in Noun (0.67±0.72 ha); the localities of Haut-Nyong (Mboma and Angossas) and the locality of Melong have the largest average areas. These results show a certain evolution in the area under coffee; the work of Kaffo (2000) placed the average area in the village of Bafou (West Cameroon) at 1.8 ha. Taboula (2000) on the land and coffee crisis on the basaltic plateau of Bafou (West Cameroon) shows that the relief, certain paleoclimates limiting the available surfaces, rocky outcrops and mountainous slopes, and the inheritance system are the causes of these surfaces which he situates at an average of 700 m² on the piedmont and 2 ha on the mountain. However, it should be noted that the population growth is more important in this part of West Cameroon.

In general, this study shows a certain concordance with the periods that marked the history of coffee growing on the eastern slopes of the Bamboutsos Mountains as studied by Kamga (2002) and Kuete (2008). The year 1980, the period of the coffee crisis, marks the peak of coffee cultivation. This is what justifies the dominance of the forest class in this period. Then, following the negative consequences of this crisis, including the fall in coffee prices, the abandonment of AFS is clearly felt in 2001 and 2019 with a dominance of bare soil and crops. This raises the question of the coffee revival encouraged for several years by the sectoral ministries, organizations and institutions under supervision, which seems to have remained embryonic. This reality is in line with the results of the work of Ellis et al. (2010) on the dynamics of land occupation and use in the marginal lowlands of the State of Veracruz in Mexico; these authors show that tree cover and coffee agroforests were largely conserved during the first decade after the coffee crisis, but losses recorded around 2010 mainly attributable to pasture and agriculture are leading the authorities to encourage the population to diversify, which alone may not stop deforestation.

**Conclusion**

The introduction of coffee growing in Cameroon by the colonialists in the 1920s saw a total adhesion of a good number of Cameroonian farmers in the 1990s following the liberalization of the sector. Despite the establishment of farmers’ organizations that proliferated in West Cameroon following the disengagement of the state, or the installation of development agencies such as the Integrated Priority Action Zone of the East (ZAPI-East), CARE Cameroon and Plan Cameroon, which gave a real impetus to development, the second crisis of the 1980s had a significant impact on the coffee economy and led farmers to adopt subsistence strategies. Multiscalar analysis of remote sensing images shows a significant change in the landscape. Land use in 1980 shows that forest/agroforest compared to other land use classes was the most important in Moungo, with 45% of the total area of the study zone, compared to 40% in Haut-Nyong and 18% in Noun.

The 2001 period is marked by an increase in the area of this class in all production basins (55% in Moungo, 42% in Haut-Nyong and 21% in Noun). Between 2001 and 2019, there was a significant decline in the area of forest/agroforest, most notably in Moungo (22% in Moungo, 38% in Haut-Nyong and 14% in Noun). These decreases in area are in contrast to the continuous increases recorded in the crop and housing classes. The identification of land use types based on tenure patterns showed that coffee AFS, forest, valley raffia and bamboo, and other multiple-use woody species are found in the forest/agroforest class; these coffee AFS are found at medium and low altitudes. In Noun (Foumbot and Kouoptamo Subdivisions), coffee trees are found between 800 and 1400 m, up to 1400 m in Moungo and between 590 and 780 m in Haut-Nyong. The high altitudes of Noun and Moungo are mostly undeveloped and used for grazing.

The non-forested areas (built-up areas/bare soil) are made up of built-up areas, rocky outcrops and bare soil. Coffee abandonment has had a significant impact on the development of coffee AFS. Following the negative consequences of this crisis in the 1980s, including the fall in coffee prices, the abandonment of the coffee AFS is clearly felt in 2001 and 2019 with a dominance of cultivated areas where many farmers prefer to devote
themselves to the cultivation of cocoa (mainly in Moungo and Haut-Nyong and a new introduction in Nkouoptamo in Noun), palm and banana.
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This study investigated the use of effective microorganisms (EM) to enhance cost-effective biogas purification at household-level application. It involved experimental setups for biogas purification in two different runs: 4 L activated EM and 1 L dormant EM by bubbling biogas through EM purification units. Biogas composition was analyzed using an industry-standard biogas analyzer. The results indicated that EM has the potential for biogas purification through a biological process, to remove H2S and CO2 by involving photosynthetic bacteria (Rhodopseudomonas palustris) in the presence of light. The raw biogas average composition was 62.2% CH4, 37.4% CO2 and 1359.3 ppm H2S. The 4L activated EM batch solution purified the raw biogas to 80.2% CH4, 19.5% CO2 and 786.1 ppm H2S. The corresponding purification efficiencies are 60% for CO2 and 49% for H2S. Purified biogas could be used by the household to cook for 1.82 h (85%) while raw biogas could cover only 55%. The designed biogas purification system can cost only Tshs 91,010/= and purify about 15,000 L of biogas at EM cost of Tshs 9,100/month.

Key words: Biogas composition, photosynthetic bacteria, anaerobic digestion, biochemical processes, Rhodopseudomonas palustris, biological desulphurization.

INTRODUCTION

Biogas is among the fuels from biomass which has great importance and can effectively replace fossil fuels for obtaining electricity and heat, also in the field of transport (Zába vá et al., 2019). In recent years, there has been an increasing desire for use of biogas because it is a renewable source of energy, which is less expensive, reduce environmental pollution, reducing problems of power energy, environmental vandalism, loss of resources, climate change and promote better public health (Ilyas, 2006). Many communities especially those who live in rural areas meet 90% of their energy needs with biomass, particularly by wood fuel and this dependency on fuelwood has led to a rapid deterioration of Tanzania's ecosystems (Felix and Gheewala, 2011). Biogas is produced biologically through the process of anaerobic digestion by which organic material is transformed into gaseous products, mainly methane and carbon dioxide, ammonia, hydrogen sulphide and water.
vapour. Biogas contains methane (60%) and carbon dioxide (40%) as its principal constituents (Adnan et al., 2019). Other biogas constituents are in small amounts of other compounds like ammonia (NH₃), water vapour (H₂O), hydrogen sulphide (H₂S), methyl siloxanes, nitrogen (N₂), Oxygen (O₂), halogenated volatile organic compounds (VOCs), carbon monoxide (CO) and hydrocarbons (Awe et al., 2017; Mann et al., 2009). The composition and properties of biogas vary to some degree depending on feedstock types, digestion systems, temperature and retention time (De Hullu, 2008). Weiland (2010) reported that from the biogas, methane gas is of particular interest because it is a fuel that can be used for several applications while the main biogas impurities that may require removal in upgrading systems are CO₂, H₂S, NH₃, water and solid particles. These components are impurities that pose major impediments to the commercial use of biogas (Nallamothu et al., 2013). High CH₄ purity biogas has the same properties as natural gas, especially in terms of heating value; therefore, this clean biogas is qualified to be injected into a natural gas grid (Adnan et al., 2019). CO₂ has no energy yield through combustion and greatly reduces the energy yield per volume of biogas due to its high concentration. H₂S is toxic and highly corrosive, often damaging machinery/equipment used to transport and produce energy from biogas. It also forms a harmful pollutant, Sulphur dioxide, upon combustion (Kapdi et al., 2005). Removal of these impurities is necessary to make biogas an effective energy source.

A number of technologies are available for biogas upgrading. Carbon dioxide is mainly removed by water scrubbing, pressure swing adsorption (PSA) and polyethylene glycol scrubbing (Weiland, 2010; Mann et al., 2009). Several techniques available for the removal of hydrogen sulphide from biogas are out of reach for common end-users due to lack of knowledge, higher running costs, and insufficient operational skills (Kulkarni and Ghanegaonkar, 2019). Using water scrubbing systems, H₂S can be removed simultaneously with CO₂, whereas for PSA systems adsorption columns with activated carbon are usually employed for H₂S removal. These methods are expensive and often environmentally hazardous due to the nature of the chemicals used (Adnan et al., 2019). Problems associated with cost and sustainability prevents biogas from becoming a competitive alternative energy source. H₂S can be removed internally to the digestion process by biological desulphurization performed by microorganisms of the family Thiobacillus or by iron chloride dosing to the digester (Weiland, 2006). Phototrophic bacteria (Chlorobium limicola) can also be responsible for the oxidation of H₂S under anaerobic conditions in the presence of CO₂ and sunlight. Most thiobacteria are autotrophic, consuming CO₂ and generating chemical energy from the oxidation of reduced inorganic compounds such as H₂S (Zhao et al., 2010).

In Tanzania, the amount of biogas produced is used up without being purified and as a result, it fails to meet the energy demand of the people. This is due to the lack of affordable and reliable purification technology because most of the biogas purification technologies are very expensive and hazardous to the environment (Ng’wandu et al., 2009). These problems associated with cost and sustainability prevents biogas from becoming a competitive alternative energy source that is why it is not widely spread in Tanzania. Thus, there is underutilization of biogas.

Effective microorganism is a media solution composed of different types of microorganisms such as photosynthetic bacteria, lactic acid bacteria, yeast, actinomycetes and fermenting fungi (Olle and Williams, 2013). These microorganisms usually synchronize with other microbes in any natural environment. The types of bacteria which are responsible for biogas purification are the photosynthetic bacteria (Rhodopseudomonas palustris) which are capable of oxidizing H₂S by using carbon from CO₂ as a source of energy (Agriculture and Lokare, 2007). Although R. palustris is a purple non-Sulphur bacterium, it is flexible to switch among any of the four modes of metabolism that support life. It can grow with or without oxygen, and uses light, inorganic compounds, or organic compounds, for energy (Kernan et al., 2015). The amount of H₂S conversion to elemental Sulphur or sulphate depends on the amount of light the bacteria receive (Pokorna and Zabranska, 2015). EM has a history of being used for different applications, including wastewater treatment, agriculture, livestock, gardening and landscaping, composting, bioremediation, cleaning septic tanks, algal control and household uses (Zakaria et al., 2010). Mwegoha (2012), reported the highest methane composition of 69% was observed from the study conducted on anaerobic composting of pyrethrum waste with effective microorganisms at an optimal mixing ratio of the substrate to EM of 1:250 V/V at a dilution ratio of 1:4 m/m. According to the study conducted by Selele (2009), EM has been effective in the enhancement of biogas production and composition using food remains whereby the biogas production rate increase to about 32% as well as the percentage of methane in biogas composition increased to about 82%. However, the use of EM in the purification of biogas has not been investigated although EM contains photosynthetic bacteria (R. palustris) which are capable of oxidizing H₂S by using carbon from CO₂ as a source of energy to purify biogas. Therefore, this study aims at investigating the use of effective microorganisms to enhance cost effective biogas purification at household level.

MATERIALS AND METHODS

Experimental set up for purification of biogas

Biogas to be purified was produced from an existing 1 m³ floating
dome biogas plant (Figure 1) fed with kitchen waste from the Cafeteria at Ardhi University, Dar es Salaam, Tanzania. It involved the use of effective microorganisms (EM) as the media for biogas purification. Two different runs of biogas purification units (1 L dormant and 4 L effective microorganisms) were used. Biogas analysis was achieved by using a biogas analyzer (GIR5500) manufactured by Hitech Instruments. EM used for this experiment was obtained from Ardhi University, Laboratory of Environmental Engineering, but initially, it was imported from EM Technology Limited (P. O. Box 1365-60100 Embu, and Nairobi, Kenya). The activation of EM solution was made by mixing 1 L of dormant EM, 1 L of molasses and diluted into 18 L de-chlorinated water at a ratio of 1:1:18 (v/v/v). The mixture had a pH of 4.09 and it was left to ferment for 7 days in a 20 L bucket at an ambient temperature between 28 and 31°C where at the end the pH dropped to 2.76.

Purification of biogas involved two units each containing EM solution as a media for purification. One of these batch units contained 1 L of dormant EM and the other one had 4 L of activated EM. The first unit used a 1 L batch of dormant EM because it contained a large number of microorganisms that react with both hydrogen sulphide and carbon dioxide but not with methane. In this case, 1.5-L container with dimensions 5 cm × 10 cm × 30 cm was used. The second unit was of a 4 L batch of activated EM in a 5-L container with dimensions 10 cm × 16.7 cm × 30 cm. During purification, biogas was tapped from the gasholder of a floating drum anaerobic digester to the purification units where it was allowed to bubble through EM batch solutions using a 0.635 cm diameter hose pipe in both units by monitoring the time taken by a specific amount of biogas to pass through the purification media.

During the purification of biogas, there was a variation in the time and the amount of biogas passed through because of the pressure difference from the biogas plant. The amount of pressure from the biogas plant was determined by the amount of biogas present and the mass of the loads added on top of the biogas holder. As the biogas passes to the gas analyzer, the moisture was trapped in the
Biogas composition analysis using Gas analyser GIR 5500

The GIR5500 (Gas analyser) was used to measure the percentage composition of biogas in terms of % CH₄, % CO₂ and H₂S ppm before and after purification as shown in Table 1. The analysis was performed by discrete sensors connected in series. Basic sample conditioning was supplied as standard along with a sampling pump, sample flow indication and a low sample flow alarm.

Purification mechanism for the removal of biogas impurities using EM

EM is made up of photosynthetic bacteria, lactic acid bacteria, actinomycetes and fermenting fungi which consume CO₂ and generates chemical energy from the oxidation of reduced inorganic compounds such as H₂S (Higa, 1998). Photosynthetic bacteria play the leading role in the activity of EM. The unique characteristic of the phototrophic bacteria is their ability to oxidize H₂S to elemental Sulphur under anaerobic conditions using sunlight and CO₂ as sources of energy (Equation 1). Hence, when biogas is passed through EM batch reactor, mainly CO₂ is consumed by phototrophic bacteria as a source of energy in the presence of sunlight to produce formaldehyde, water and Sulphur. Carbon dioxide is assimilated into cell material.

\[
\text{CO}_2 + 2H_2S \xrightarrow{\text{Sunlight+EM}} \text{H}_2\text{O} + \text{H}_2\text{O} + 2S
\]  

Figure 1. Schematic diagram of combined biogas purification units using both 1 L Dormant EM and 4 L Extended EM batch solutions.

Table 1. Gas analyzer specifications.

<table>
<thead>
<tr>
<th>Gas sensor options</th>
<th>Range</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>0 - 100%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>0 - 100%</td>
<td>0.1%</td>
</tr>
<tr>
<td>Oxygen</td>
<td>0 - 25%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

Figure 2. Schematic diagram of combined biogas purification units using both 1 L Dormant EM and 4 L Extended EM batch solutions.
Lactic acid bacteria act on sugars and other carbohydrates produced by photosynthetic bacteria and yeast to produce lactic acids which result in the lowering pH below 2. Lowering pH might create an un-conducive environment for the photosynthetic bacteria. A study conducted by Sakurai (1997) reported that lactobacillus increased acidity of the media which was not conducive to photosynthetic bacteria and streptomycyes during the co-existence of photosynthetic bacteria, streptomycyes and lactic acid bacteria in solutions of effective microorganisms. However, the biochemical processes shown above (Equation 1) leads to the production of formaldehyde (CH\(_2\)O), batch EM solutions CO\(_2\) and H\(_2\)S the purification process over time leads to the accumulation of formaldehyde which is toxic to photosynthetic bacteria. As the concentration of photosynthetic bacteria gets reduced over time due to the toxicity of formaldehyde, the removal rate of CO\(_2\) and H\(_2\)S gets reduced with time.

**Biogas utilization on cooking test**

Both raw and purified biogases were utilized to test their efficiency in terms of cooking time. 100 L of biogas was burnt in a gas stove and the time taken to be utilized for cooking was monitored.

**Data analysis**

Data analysis was done using Microsoft Excel and the instant program. Statistical analysis was used to compare the performances of each biogas purification unit using different batch volumes of EM solution. The t-test was used to determine the differences in percentage removal of CO\(_2\) from each of the biogas purification units.

**RESULTS AND DISCUSSION**

**Biogas purification using 1 L Dormant EM and 4 L Activated EM batch media to remove CO\(_2\)**

**Performance of 1 L Dormant EM batch media in purifying biogas**

Biogas purification using 1 L dormant EM batch media has shown that the percentage composition of CO\(_2\) in the purified biogas kept on decreasing from 36.8 to 20.8%, whereas the percentage composition of CH\(_4\) content kept on increasing from 62.9 to 79%. Removal of CO\(_2\) and the percentage increase in the CH\(_4\) content started from the beginning of the experiment from 36.8 to 20.8% for CO\(_2\), and 62.9 to 79% for CH\(_4\). As time went on, both respective percentages for removal of CO\(_2\) and methane upgrade in the biogas kept on increasing. The reason for that might be due to the fact that from day 1 to day 3, the microorganisms were acclimatizing to the environmental conditions created by the introduction of biogas; however, as times went by, they got acclimatized and started acting on CO\(_2\) as a source of energy resulting into more of them being reproduced. The percentage reduction of CO\(_2\) in the purified biogas was a result of the mediation of the raw biogas by the photosynthetic bacteria (R. palustris) as shown in Equation 1. As reported by Hansen and Gemerden (1972), that R. palustris is capable of converting sulphide into sulphate without intermediate accumulation of elemental Sulphur. Therefore, during
purification of biogas using effective microorganisms, hydrogen sulphide may have been converted into elemental Sulphur or sulphate depending on the mode of metabolisms in which *Rps. palustris* is switched on.

The *R. palustris* bacteria in the purification media (that is, dormant and activated EM) were capable of oxidizing hydrogen sulphide present in the biogas to elemental Sulphur by using only light and CO$_2$ which is also present in the raw biogas for their growth. The process went on well until day 18 when there was a drop in the percentage increase of CH$_4$ although on day 19 there was a slight percentage increase in CH$_4$. Then from day 20 to day 26, there was a significant drop in percentage CO$_2$ removal whereby the concentration of CO$_2$ in purified gas was nearly equal to the concentration of CO$_2$ in raw biogas that ranged between 36.8 to 34.8%. Thereafter, there was no further removal of CO$_2$ as shown in Figure 4. This shows that at this point most of the phototrophic microorganisms might have been dead due to accumulation in the batch solution of formaldehyde over time that is toxic to photosynthetic bacteria. This could also be the main cause for the observations made on day 25 of the experimental run when the removal efficiency was almost zero. At this stage, the media was exhausted due to the absence of phototrophic bacteria to mediate the purification process. The overall average composition of biogas after purification was 74.8% CH$_4$ and 25.0% CO$_2$. By considering the time before exhaustion, the average biogas composition was 83.0% CH$_4$ and 16.7% CO$_2$ which was observed during the first 17 days before the media (EM) started to lose its efficiency in biogas purification (Figure 4).

**Biogas purification process using 4 L activated EM**

Biogas purification process using 4 L of activated EM showed that EM could remove CO$_2$ from the beginning of the experiment and it kept on increasing as time went by. This could be due to the reasons already mentioned above. The results have shown that percentage CO$_2$ composition in purified biogas was decreasing from 37.4% to an average percentage CO$_2$ by composition of 14.8% before exhaustion and 19.5% after exhaustion while percentage average methane composition was increasing from 62.9 to 85.6% before exhaustion and 80.2% after exhaustion before it began to lose its purification ability on day 27. From day 27, the removal of CO$_2$ started to decrease until it reached a point whereby the percentage CO$_2$ composition in raw biogas was equal to the percentage CO$_2$ content in purified biogas on day 35 as shown in Error! Reference source not found.. At this stage, the media for

![Figure 4](Image)

*Figure 4.* Daily gases in percentages composing biogas before and after purification.
purification (EM) had reached its exhaustion stage and the predominant reason for the exhaustion is due to the accumulation of formaldehyde over time in the batch solution that is toxic to photosynthetic bacteria over time.

Comparison of the biogas composition between the two purification units after purification

The results have shown that the overall average percentage CO₂ content in the purified biogas using 4 L activated EM is lower (about 19.8%) than that purified by using 1 L dormant EM (about 25.1%) (Figure 5), with the average removal efficiency of 47.9 and 34.2% in 4L activated EM and 1 L dormant EM respectively. The average percentage CH₄ content by the composition of purified biogas that went through the 4 L of activated EM was higher (about 80.3%) than the CH₄ gas content in the biogas purified using the 1 L dormant EM (74.8%) (Figure 5).

This might be due to the fact that the average time taken by the biogas to bubble through 4 L EM to the biogas analyser was longer (about 26.4 min) than that used by 1 L dormant EM (about 17.4 min). The average amount of biogas passed through the biogas analyser for raw biogas was about 60 L/day at an average flow rate of 5.5 L/min, and 108 L/day at an average flow rate of 4.1 L/min in a 4L activated EM batch media and about 84 L/day with an average flow rate of 4.7 L/min in 1 L activated EM (Figure 6). Therefore, a longer time provided more retention time for biogas to stay in the system, that is, biogas had more time to get in contact with the phototrophic microorganisms when the
biogas was bubbling through the EM batch solution. The other reason could be that there were more phototrophic bacteria in the 4 L activated EM batch solution than in the 1 L dormant EM batch solution. The results from this paper have shown lower performance in terms of CO₂ removal as compared to the results reported by Ramaraj and Unpaprom (2016), that purification of biogas using microalgae resulted in purified biogas which contains about 96% CH₄ and 4% CO₂. The reason for this could be due to the use of different materials and methods.

Biogas purification processing batch media exhaustion rate

Determination of the purification processing batch media exhaustion rate is a function of the volume of biogas purified and the volume of the purification media through which the gas was passed. Therefore, the more the biogas was passed through the purification media the more the purification efficiencies got lowered.

Statistical analysis on the biogas purification performance from all units

The results have shown that the 4 L activated EM has shown high performance in biogas purification in terms of CO₂ removal efficiency as compared to 1 L dormant EM. A paired T-test statistical analysis shows the p-value between the two paired t-test was less than 0.0001 which is less than 0.05. Therefore, the difference between the two experimental runs was considered to be extremely significant.
average removal efficiency of 55.2% whereas the 4 L dormant EM batch media started to drop after 27 days at the removal efficiency of 59.95%. Although both purification batch media reached a point where their respective removal efficiencies started to drop, the results have shown that the 4 L activated EM batch media took a long time (about 27 days) to lose its ability to purify than the 1 L dormant EM batch media which took only 17 days. Considering the amount of biogas purified during those days, 1 L dormant EM batch media could purify
about 1409.5 L of biogas at a removal efficiency of 44.6% before exhaustion while the 4 L activated EM batch media could purify about 3002.5 L of biogas at a removal efficiency of 60% before exhaustion. Therefore, the longer the retention time the more the gas allowed to pass for purification.

**Biogas purification using 1 L Dormant EM and 4 L Activated EM batch media for Hydrogen Sulphide Removal**

The average concentration of hydrogen sulphide in raw biogas was 1353 ppm. During purification, the concentration of hydrogen sulphide in purified biogas was lowered to 539 ppm when purified in a purification unit of 1 L dormant EM batch solution and 313 ppm in 4 L activated EM batch solution at the beginning of the experiment. The results have revealed that the removal of H$_2$S in the purification units kept on decreasing gradually from day 1 to day 23 (1 L Dormant EM) and from day 1 to day 31 (4 L Activated EM); as a result, the daily concentration of hydrogen sulphide in purified biogas kept on increasing gradually before it was equal to the concentration of raw biogas.

![Graph showing the concentration of H$_2$S in raw and purified biogas over time](image)

Figure. Results have shown that more hydrogen sulphide was removed in the 4 L EM batch solution purification units with an average concentration of 786.1 ppm (at an overall removal efficiency of 43.0%) after exhaustion but the removal efficiency before exhaustion was 59.7%. In the purification unit of 1 L dormant EM batch solution, the average concentration of hydrogen sulphide was about 985.1 ppm at an overall removal efficiency of only 28.8% after exhaustion but the removal efficiency before exhaustion was 42.4%. The results from this study revealed that the removal efficiency of H$_2$S from biogas is low (59.7%) as compared to the study reported by Zhao et al. (2010), that *Acidithiobacillus thiooxidans* AZ11 are capable of reducing H$_2$S concentrations of 2200 ppm at a very high removal efficiency ranging from 94 to 99.9%. It was also reported by Cherosky (2012) that *Thiobacillus* bacteria operated in a fixed-film reactor were capable of removing 74% of the H$_2$S in biogas containing as high as 24000 ppm hydrogen sulphide concentration. At the same time, Choo et al. (2013) observed high H$_2$S removal efficiency of more than 98% in biogas purification using isolated *Thiobacillus thioarus* from swine wastewater. The lower performance observed in this study was attributed to the use of low light intensity (sunlight only) during the experiment. It was stated by Pokorna and Zabranska (2015), that the amount of H$_2$S conversion to elemental Sulphur or sulphate depends on the amount of light the bacteria receive. Hence, sufficient light is necessary for optimal performance. When only sunlight was used, the sulphide removal rate was four times less than when the light bulb was used (Zhao et al.).
**Figure 9.** H₂S composition in the biogas before and after purification.

**Figure 10.** Average H₂S composition in the biogas before and after purification.

---

**Relationship between the amounts of biogas purified using EM and the extent of biogas purification achieved**

The amount and nature of EM as a purification media is the one that determines the rate of removal of H₂S present in the same amount of biogas being purified. For example, during the experimental run, it was observed that 1000 L of biogas was purified using a 4 L activated EM at an average H₂S removal efficiency of 61.9% whereas a 1 L dormant EM could purify the same amount of biogas but at an average H₂S removal efficiency of 45%. Therefore, the overall biogas-H₂S removal efficiency using the 4 L activated EM was about 49% while that of 1 L dormant EM was only about 35%.
The contents namely CO\textsubscript{2} and H\textsubscript{2}S are governed by Equation 1. The biochemical processes shown above (Equation 1) leads to the production of formaldehyde (CH\textsubscript{2}O). The CO\textsubscript{2} and H\textsubscript{2}S removal rates are declining when using EM batch media since the accumulation of formaldehyde over time is toxic to photosynthetic bacteria over time.

**Comparison of CO\textsubscript{2} and H\textsubscript{2}S removal with respect to the amount of biogas purified**

During the experimental run, it was observed that biogas purification using a 4 L activated EM batch media could remove about 60% of CO\textsubscript{2} content at a cumulative biogas amount of about 3000 L whereas the corresponding H\textsubscript{2}S removal efficiency by the same 4 L activated EM batch media was less than 10%.

The experimental run also observed that 1 L dormant EM batch media could remove neither CO\textsubscript{2} nor Hydrogen Sulphide at a cumulative biogas amount of 3000 L. This suggests that 1 L dormant EM batch media was suitable for purification of biogas not more than 2031 L at a removal efficiency of 51.1%. The reason for this observation is that CO\textsubscript{2} and H\textsubscript{2}S removal rates are declining rate when using EM batch media since the accumulation of formaldehyde over time is toxic to photosynthetic bacteria.

**Figure 11.** H\textsubscript{2}S removal efficiencies with the amount of biogas purified.

![Graph showing H\textsubscript{2}S removal efficiencies](image1)

Figure 11 shows that 1 L dormant EM batch media could remove neither CO\textsubscript{2} nor Hydrogen Sulphide at a cumulative biogas amount of 3000 L. This suggests that 1 L dormant EM batch media was suitable for purification of biogas not more than 2031 L at a removal efficiency of 51.1%. The reason for this observation is that CO\textsubscript{2} and H\textsubscript{2}S removal rates are declining rate when using EM batch media since the accumulation of formaldehyde over time is toxic to photosynthetic bacteria.

**Figure 12.** CO\textsubscript{2} and H\textsubscript{2}S removal efficiencies with cumulative amount of biogas purified.

![Graph showing CO\textsubscript{2} and H\textsubscript{2}S removal efficiencies](image2)

Figure 12 emphasizes the fact that CO\textsubscript{2} and H\textsubscript{2}S removal rates are in declining rate when using EM batch media since the accumulation of formaldehyde over time is toxic to photosynthetic bacteria.
Comparison of biogas utilization for cooking between raw and purified biogas

The amount of biogas produced from the biogas plants was burned using a biogas stove. The time required to burn 100 L of biogas was determined by testing both purified and raw biogas. Purified biogas recorded an average burning time of about 34.5 min for 100 L of biogas. This might be due to a high composition of methane of about 80.2% compared to raw biogas which took an average of 21.2 min to burn the same volume of biogas. A burning test was conducted to see how much cooking can be done by the purified gas. From this study, the average biogas production was 337.1 L/day. Based on the study conducted by Voegeli et al. (2009), it was reported that Tanzania average cooking time was estimated to be 2.15 h/day. Therefore, purified biogas could take about 1.82 h which is about 85% of the daily cooking hours, while raw biogas could take about 1.191 h equivalent to 55.4% of the total daily cooking hours.

Design of the household biogas purification unit using effective microorganisms

Results of this research have shown that 4 L activated EM can purify about 3000 L of biogas at an average CO₂ removal efficiency of 60.8%. Also, considering the amount of biogas to be generated from 2 kg of kitchen waste at a household level was 337.1 L/day, the design of the household biogas purification unit is demonstrated by assuming that all the amount of biogas generated must be purified and utilized.

Production of activated EM

Activated EM can be generated from the extension of 1 L dormant EM to produce 20 L of activated EM.

Number of 4 L activated purification units

Number of 4 L activated purification units = 20 L of activated EM / 4 L activated EM = 20/4

Minza et al. 467

![Figure 12. CO₂ and H₂S removal with respect to the cumulative amount of biogas purified using a 4 L Activated EM batch media.](image1)

![Figure 13. CO₂ and H₂S removal with respect to the amount of biogas purified in 1 L dormant EM batch media.](image2)
Amount of biogas to be purified by 20 L of activated EM

4 L of activated EM could purify 3000 L, taken as a design criterion.
Since 20 L of activated EM can produce 5 units of purification (Each unit is of 4 L),
= Amount of biogas purified in a 4 L × number of purification units
= 3000 × 5
= 15,000 L of biogas.

Number of days that 20 L of activated EM can be used at the household level

= Total amount of biogas to be treated/Average daily production of biogas
= 15,000/337.1
= 44.5 days

Cost associated with purchasing EM to be applied in the purification system

Cost of activated EM
1 L of Dormant EM = 12,000 Tshs
1 L of morasses = 1,500 Tshs
Total = 13,500 Tshs

Monthly cost for EM

= Total EM cost × 30 days of a month/Number of days activated EM could be used
= 13500 × 30/44.5
= 9,101.1 Tshs

Therefore, the monthly cost of using EM purified biogas is about Tshs 9101.1.

Cost estimation of the biogas purification unit

The total initial cost of the purification units was estimated to be Tshs. 96,500. This cost covers the initial cost for purchasing dormant EM and Molasses which is about Tshs 13,500 and the cost for fabricating a purification unit which is about Tshs. 83,000.

Conclusion

It can therefore be concluded that both dormant and activated EM can be used for biogas purification to remove both CO₂ and H₂S at low cost for the household application. The purification process takes place through a biochemical reaction involving photosynthetic bacteria (R. palustris) in the presence of light, with a high affinity for CO removal compared to H₂S. This process results in the formation of formaldehyde (CH₂O) as one of the products, the accumulation of which lowers the purification efficiencies due to its toxicity to photosynthetic bacteria. The 4 L activated EM batch solution showed high removal efficiency of about 60 and 48% for CO₂ and H₂S respectively. Purified biogas with 80.3% methane content could take about 85% of the daily cooking hours, while raw biogas with a methane content of 62.2% could take only 55.4% of the total daily cooking hours. Therefore, the use of EM for biogas purification can be achieved at a low cost as a biogas purification unit using EM at the household level. The installation cost at the household level is about Tshs 83,000 and a monthly EM cost of about Tshs 9,101.1. With this biogas purification system application, the biogas user is enabled to use biogas with fewer impurities (CO₂ and H₂S) and high calorific value.
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The detailed sedimentary study of the deposit sequences of the ancient hominid sector (SahelanthropustchadensisalisToumaï) of Toros-Menalla, presented here addresses new aspects of the sedimentary geology of the Chad Basin through an original field study of Moi-sediments: Pliocene of the northern basin of CHAD. This is an original contribution that sheds light on new knowledge of sedimentary series of fluvio-lacustrine and aeolian origin in the Djourab desert which are essential for understanding the paleoenvironments and paleoclimates of Chad, the Sahara and Africa. Aged from the Terminal Miocene to the present day, these deposits which constitute the last stages of the filling of this basin are exclusively of the continental type and concern in the broad sense the following four major sedimentary systems: Fluvial, deltaic, lacustrine and aeolian. From a lithological point of view, these sedimentary series are very heterogeneous and include sandstones, sands, clays and diatomites.
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INTRODUCTION

In Africa and more particularly in the Chad Basin, the dynamics of paleoenvironments during the Mio-Pliocene played a crucial role in the history of the emergence and evolution of ancient hominids (Novello et al., 2015, 2017; Barboni et al., 2019; Bobe et al., 2020). Despite the importance of the Neogene and Quaternary continental sedimentary series present at the scale of the Chad basin, they are still poorly known and very little studied, in particular due to the absence of a robust chronological framework and especially their particular conditions: outcrops (Duval et al., 2021). The interpretation of the facies of these sedimentary series has so far not been the
subject of specific studies, in particular because of poor outcrop conditions and the difficulty of correlating outcrops between them both in age and facies (Minisini et al., 2018).

A first contribution to the knowledge of the Cenozoic continental sedimentary formations of the Chad basin was made in the 1970s (Servant-Vildary, 1973) and was particularly interested in the paleoclimate message of these series. Another more recent study (Schuster, 2002, Moussa et al., 2016) is more focused on the one hand on the paleoenvironments of the mio-pliocene series with ancient vertebrates and hominids of the Djourab erg and on the other hand on the major lacustrine episode of the Holocene embodied by Lake Mega-Chad (Bristow et al., 2018; Yu et al., 2020). But a real stratigraphic study and a sedimentological analysis of these sedimentary series are missing.

The objective of this work is to attempt to reconstruct the deposition environments of the Chad basin during the last 7 million years and to make the link between the arenitic facies of the edges of the lake and the clay facies in the center of the Chadian basin and to propose a typical stratigraphic sequence in this area.

Particular attention will be paid to the sedimentary environments of the hominid sites in the northern part of the basin. This part of the current desert Chadian basin has been systematically excavated since 1994 by the Franco-Chadian Paleontological Mission (MPFT). Currently more than 400 fossiliferous sites have emerged, the oldest of which have yielded the oldest hominid known to date (Toumai: Sahelanthropus tchadensis) (Brunet et al., 2002; Alemseged et al., 2020). The fossiliferous sites are dated jointly by biochronology (faunistic associations) and by radiometric dating (Be10) (Brunet et al., 1995, 1996, 1997; Vignaud et al., 2002; Lebatard et al., 2008; Branco Pavanotto et al., 2020) vary between 3.5 and 7.32 million years (Ma). All the fossil sites in northern Chad form a strip of outcrop, oriented east-west, covering an area of approximately 2,500km². It constitutes a key zone which has played a role of oscillating buffer according to hydroclimatic fluctuations (Armitage et al., 2015; Bristow and Armitage 2016; Sewell, 2019).

The facies described range from lake to wind, passing through deltaic or peri-lacustrine margino-littoral facies. This study is an original contribution to the knowledge of sedimentary series in the Chad basin. It brings new data for the understanding of paleoenvironments and paleoclimates of Chad, the Sahara and Africa from the late Miocene to the present.

**METHODOLOGY**

**Study site**

In northern Chad in the eastern part of the Djourab desert, the Toros-Menalla (TM) fossiliferous sector is the most important of those discovered by the MPFT. More than 300 sites have been prospected and analyzed. They are in an area between 16° 09' and 16° 17'N and 17° 28' and 18° 07' E (Figure 1). The sites extend over approximately 200 km from east to west and 30 km from north to south. The fossiliferous sites and deposits of the Djourab desert (1) are defined as non “empty” outcrops (having yielded at least one fossil) separated from each other by sand dunes (Mackaye, 2001). The five fossil-bearing sectors of Djourab are: the Toros-Menalla (TM) sector, the Kossom-Bougoudji sector (KB), the Kollé sector (KL), the sector of Koro-Toro (KT) and finally the fossiliferous sector of the cliff of Angamma (ANG) (Mackaye, 2001). The outcrops are in large, flattened areas that denote the Miocene series. They are generally flat or very slightly wavy; the most important rarely exceed a few meters. The TM outcrops are located to the south of the lowest part of the Chadian basin called “Low Country” and whose altitude oscillates around 160 m. This depression in the northern Chadian basin is directly opposite a very active wind ravin in the Erdis basin, wedged between the Tibesti and Ennedi mountains. Locally, deflation can reach 2 to 3 cm per year. The TM zone is close to the Bodélé depression, well known to be the most important zone of wind power exploitation of Saharan sands and which leads to the denudation of the summit part of the Miocene (Warren et al., 2005). In the middle of this gigantic sea of sands and aeolian dunes, the outcrops of TM appear in the form of erosion windows. The deposits and facies of fossil outcrops have been described by Schuster (2002) and Moussa et al. (2016) who described the recurrence of an elemental desert-lake model as mainly sandy-detrital, sandy-clayey, and more rarely clayey or diatomite series. In the specific TM sector, the bottom of the trenches is made up of a sandy series characterized by large, inclined litters 10 m wide or more. It is interpreted as a major wind episode (Schuster, 2002; Schuster et al., 2006, 2009; Novello et al., 2015, 2017).

**Cuts and outcrops**

Several fossiliferous sites of Toros-Menalla (TM) including TM 266 have been the subject of precise cross-section surveys (Figure 2). The sections (or stratigraphic logs) have been correlated with each other over about 30 km showing the good lateral continuity of the large deposits on the scale of the meter. They also show rapid lateral variations at the scale of decimetric sequences as is usually the case in continental systems. The outcrops studied and the sections surveyed are in an area of 250 km² limited around the fossiliferous site of TM 266.

The approach adopted here is simple since it relies almost essentially on field observations and the interpretation of the large morpho-sedimentary structures characteristic of deposit environments described for the first time by Servant-Vildary (1973), Vignaud et al. (2002). Schuster (2002), Schuster et al. (2003) and Moussa et al. (2016); Bristow et al. (2018). The absence or even the weak vegetation cover and the good preservation of morpho-sedimentary structures prove to be an asset for the observations (Bianchini et al., 2019). A lot of terrain images were used to identify the different facies. The sections were drawn on a computer using software such as Adobe Illustrator and Photoshop. Photo-interpretation of facies was of great use in this study.

On the ground, the outcrops of a few meters or the escarpments as in the quarries are rare and the ground is too flat, we have to carry out very difficult cuts on the witness ridges or to dig trenches to make the observations of the various deposits (Bianchini et al., 2019; Branco Pavanotto et al., 2020). The area of the Toros-Menella (TM) sites is close to the Bodélé depression (120 m), well known to be the most important wind farm in the Saharan sands and which leads to the denudation of the top part of the Miocene.
RESULTS AND DISCUSSION

Main lithological units

Three main lithological units follow one another from the base to the top of the sections (Vignaud et al., 2002; Moussa et al., 2016): (1) clear sands with large bundles of oblique bedding at the base (Basal aeolian unit), (2) sandy sandstones and weakly indurated clayey sandstones in the middle part (Anthracotheriid unit), and (3) green clays and diatomites in the upper part (Lacustrine unit). The typical profile (Figure 3) is a synthetic profile reconstructed using several sections taken at different locations in the TM 266 sector.

Light sands with large oblique bedding beams

The basal part of the profile (at least 2 m thick) is composed of light fine-grained to very fine sand, rarely cemented except in the highest parts. The quartz grains are well sorted, rounded and dull. This unit is
characterized by the presence of large bundles of oblique bedding (Figure 3). The roots only appear in the upper part of the profiles. This unit constitutes an excellent lithostratigraphic landmark because it is the only one presenting such beams of oblique bedding and the only truly sandy one. Also, there are never any fossils in this level.

**Fossiliferous clay sandstone**

The middle part of the cut (Figure 3) is formed by the fossiliferous sandstone and sandstone-clay unit. This sandstone unit that delivered the remains of the hominids (Sahelanthropus tchadensis) as well as the entire vertebrate fauna is officially named Anthracotheriid unit (Vignaud et al., 2002; Novello et al., 2015). It is formed by weakly to strongly indurated clayey sandstones. Unlike the basal part of the section, this facies appears more clearly cemented, in part thanks to the clay matrix and sometimes diatomaceous. Quartz grains are generally well graded, but their maturity is quite variable. This sand-clay unit is often characterized by small oblique bedding, visible only from place to place due to the high density of roots which have partially or totally erased the original structures. Root ducts are ubiquitous in this unit as are termite nests. They usually occupy horizons about 20 cm thick which alternate with facies without roots or with much attenuated root density. Unlike the lower sandy unit, current ripples and oscillation ripples are sometimes observed in this sand-clay unit, especially towards the top of the profile, and on clay or diatomaceous levels.

**Diatomites/clays**

The upper part of the typical TM 266 profile (Figure 3) is made of diatomaceous earth or clay, sometimes both. This lake unit marks the end of arenitic facies (Schuster et al., 2005; Yu et al., 2020). Its thickness is often reduced to a few decimeters at most in the TM 266 zone.

---

*Figure 2. General view of the outcrops of the fossiliferous sites of Toros-Ménalla (TM). Fossil sites appear between dunes, in eroding interdune spaces (deflation). The cuts are metric in size and part of the outcrops buried under the sand were excavated at the base. (a) and (d) Clay outcrops; (c) and (f) diatomites; (b) extension of a cut by digging a well. (e) Oblique bedding of aeolian sands located at the base of the fossiliferous series.*
Figure 3. Synthetic reference section of Toros-Ménalla TM 266 (16° 15’N, 17° 29’E) illustrating the 3 major lithological units of the TM zone with, (1) the sandy unit with large oblique bedges at the base, (2) the sandy-clayey facies with roots which alternate with sandy facies without structure in the middle part and (3) the argilo-diatomite facies at the top. All the fossils, in particular the remains of Hominids discovered on this site come from the middle part of the section (Anthracotheriid unit).

This lacustrine facies reaches its maximum thickness in the most western sectors of the TM outcrop band, in particular TM 254 (Figure 4) which is characterized by an entirely diatomaceous lacustrine phase (Figure 4). This
Figure 4. Lithostratigraphic profile of the TM 254 site (16° 17’N, 17° 20’E) showing the exceptional development of the entirely diatomite lacustrine facies at the top of the section (a) and the presence of a level of volcanic ash in the middle of profile (b). This ash level could only be observed on the TM 254 site and over a distance not exceeding 1.5 km. (c) Shows a detail of the lower part of the ashy level, covering a paleosol with numerous remains of fossil roots in place.

unit is set up in faciological discordance on the fossiliferous sandstone-clay series or very often interstratified in the form of shreds in the fossiliferous series (Brunet et al., 2002; Barboni et al., 2019). These clay-diatomaceous deposits generally contain only aquatic vertebrates (fish) while sandstones deliver almost
only terrestrial vertebrates. Diatomites are pure white and more gray or greenish in color if mixed with silts or clays. Finely bedded diatomites are typically lacustrine deposits. The transition from diatomaceous earth to clay is gradual and takes place over just a few centimeters (5 to 10 cm). The clay is olive-green, compact, homogeneous, and weakly bedded. Locally, it can be silty, especially at the base, in contact with the underlying sandstones (Schneider and Wolf, 1992).

Deposit facies

Four main types of facies are described in the order of their vertical succession from the base to the top of the sections: (1) sandy facies with oblique megalitages, (2) rooted facies, (3) sandstone facies with small bedded obliquities, and (4) clay, diatomite and/or clay-diatomite facies.

Facies sandy steels with oblique megalitages

This sandy facies forms the basis of the detrital series of the Terminal Miocene which yielded the remains of Toumaï (Sahelanthropus tchadensis) (Brunet et al., 2002; Bristow and Armitage 2016). This facies is made up of very fine sands, of a light color (white to light yellow) and not micaceous. The sand is generally well sorted without any clay matrix. The quartz grains have reached maturity (spherical, rounded, blunt and dull). Cementation is non-existent. There are no fossils in these facies, except in the top part where there are locally a few root ducts and a few rare sandstone balls with a flat base interpreted as mushroom millstones of mushroom termites (Düringer et al., 2006, 2007). The detailed study of oblique bedding (Figure 5) shows an alternation of avalanche laminae (flow) made up of thick laminae of coarser sand and settling laminae (fall) made up of thin laminae of fine sand. These two types of laminae are described to be characteristic of eolian forests (Hunter, 1977; Maithel et al., 2021).

The root ducts which cross obliquely the bundles of oblique bedding appear only at the top of the profile. They are preserved in the form of solid or hollow tubes 5 to 50 cm in length, sometimes interrupted by oblique bedding. On large outcrops, the thickness of the oblique bedding bundles decreases upward. The total thickness of the sandy series is known but probably exceeds 10 cm. The upper part of this sandy facies is systematically truncated by an erosion surface on which are deposited generally coarser sandy facies. Sometimes when the surfaces of the drills are preserved, wind ripples appear oriented perpendicular to the axis of progradation of the drills. These figures are exceedingly rare in the Aeolian fossil facies. At the fossiliferous sites of TM, the oblique megalitages at the top of the unit are truncated by erosion, showing convex oblique surfaces whose orientation indicates the direction of the paleovents at the time of their formation (Figures 6 and 8).

These sandy facies composed of fine to very fine sands, not at all cemented (all more recent sandy facies are) is mainly made up of many well-sorted, well-rounded, and non-micaceous quartz grains. For many authors, these are criteria that suggest a wind origin (Hunter, 1977, 1985; Swezey, 1998; Maithel et al., 2021). However, the most important criterion is the presence of an alternation of avalanche lamina (flow) and settling lamina (fall) of different particle size, in the oblique bedding (Figure 6). The presence of wind ripples perpendicular to the direction of progradation of the large oblique bedding on the ground confirms the development of aeolian paleodunes (Figures 7 to 10). The drawing on the ground of the oblique megalitages of pluri-decimetric and even hectometric scale also confirms the aeolian origin of this deposit. In addition, the total absence of any criterion typical of watercourses such as the presence of pebbles, soft pebbles, bedding of current ripples or waves, confirms the wind interpretation. This interpretation agrees with the first observations made by Schuster et al. (2006) and Moussa et al. (2016) which make it the oldest record of dunes in the region with an age reaching over 7 million years. These fossil dunes are therefore the oldest evidence of desert conditions in the Sahara (Schuster et al., 2006). Paleovent direction measurements (Vignaud et al., 2002; Schuster et al., 2006) on the oblique beds of the paleodunes indicate a direction of the winds generally oriented towards the South-West, that is, in the same direction as the current dunes of Djourab. The perfect superposition of the directions of the current prevailing winds (harmattan) and the wind of the Miocene is an interesting data for paleoclimatic reconstructions. The presence of a few root ducts (plants) and a few rare sandstone balls in the upper part of this facies testifies to the end of the desert period in favor of a more humid Sahelian-type climate. This essentially Aeolian sandy facies result mainly from an arid desert phase which ended a little before 7 Ma. The perfect superposition of the directions of the current prevailing winds (harmattan) and the winds of the Miocene is an interesting data for paleoclimatic reconstructions.

Root facies

The root facies is undoubtedly the most characteristic of the entire TM zone. It is the “flagship” facies of the Antheracootherid area. It is the one who delivered most of the vertebrate fossils, including Toumaï (Brunet et al., 2002; Bobe et al., 2020). This facies is characterized by an alternation of sandy levels and sandy-clay levels with roots and fossil termite nests of decimetric to pluri-decimetric scale (Figure 11). The sands between the
rooted passes are often like the aeolian sands described earlier but in the absence of obvious sedimentary structures their interpretation remains uncertain if not that they seem genetically linked to the rooted horizons (Schuster et al., 2005). The transition between the two is also always diffuse and gradual, at least for the vertical passage “sand-paleosols” (Lemoalle et al., 2012). The bio-turbated part with roots is loosely cemented clay
Figure 6. Typical aeolian deposits (a and b) showing the detail of the lamina types; the thick laminae indicated by the black arrows are made up of coarser sands than the fine settling laminae.

sandstone often greenish in color. This color is accentuated with the increase in the proportion of clay. This rooted facies is formed by a confused network of branched and bifurcated root conduits. The shape and size of the root ducts are very variable, but they are mostly circular in section and their diameter decreases from top to bottom of the profiles. The root ducts being slightly more cemented than the surrounding area, they appear in relief (Servant-Vildary, 1973). Some examples taken from the different TM sites show the passage between the rooted paleosol facies to the clay lacustrine facies (Figure 11). This passage is often clearly visible and underlined by an erosion surface (Figures 11 and 13). From a sequential point of view, the downward passage from greenish clayey sands with roots to light sands is always clear even if the very gradual decrease...
Figure 7. The palaeodunes of the Miocene Terminal de Toros –Ménalla. (a) Flat oblique bedding with a steep slope (greater than 30 degrees) (b) Image showing the damping of the oblique bedding at the foot of the dune with the installation of some roots.

Figure 8. Aeolian facies of the Miocene Terminal outcropping at the surface in the Toros-Menalla sector. (a) Exceptional outcrop showing the bedding in giant troughs drawn on the ground and brought to light by erosion. Such structures suppose large dunes exceeding well over ten meters. Note the footprint and the character which gives the giant scale of the megalitages structures.
in the root network downwards sometimes gives the illusion of a continuous passage. Partly at the top, the passage from the horizon with roots to the overlying white sands can be erosive or very gradual.

These rooted facies are the basic elementary motif which repeats itself vertically almost endlessly. It reflects the development and installation of a paleosol with roots on sands which could be wind turbines at least in part. Figure 11 is undoubtedly one of the most demonstrative examples. Dense, confused, and branched structures correspond well to root ducts and cannot be confused with burrows/galleries and/or other biological or sedimentary structures. Indeed, numerous indices/recognition criteria make it possible to distinguish them.

Figure 9. Traces of fossil dunes outcropping on the surface in the fossiliferous sector of TM. The red arrows indicate the direction of movement of the dunes. Photo (b) shows that the direction of migration of paleodunes goes in the direction of migration of current dunes (half-arrow in red) (person for scale). Generally speaking, the orientation of the Miocene paleodunes is comparable to that of the current dunes of Djourab.
Figure 10. (a) Presence of wind ripples perpendicular to the progradation axis of Miocene paleodunes compared to identical structures on current dunes (b).

Figure 11. This image illustrates the reality of the revegetation of the aeolian sands on the sites of the Miocene Terminal of Toros-Menalla. The alternation of paleosol facies with Aeolian facies is also well marked. The upper limit of the paleosol is underlined by a red dotted line. The arrows show the density of the roots passing through the Aeolian facies.
from other structures. The ramifications and irregularities of shapes and diameters are very good criteria for recognizing root ducts (Plaziat, 1971). Figures 12 and 13 show the state of conservation of the exceptional ramifications of some of these root ducts.

These root facies are therefore interpreted as the revegetation of aeolian sands during wet phases which alternate with drier, Sahelian or totally desert phases.

The rhythmicity of the alternations is difficult to estimate because there is no significant difference in the age of the faunas collected from the base to the top of the Anthracotheriid Formation. In comparison with the climatic variations of the African Holocene, these cycles have at least 5,000 to 10,000 years, which would give, as first approximation, a range of 100,000 to 200,000 years at least for the whole unit to Anthracotheriid.

**Sandstone facies with small oblique bedages**

This sandstone facies are especially well developed in the upper part of the Anthracotheridae unit and
Figure 13. (a) and (b) Sandy-clayey facies with paleosols of the Terminal Miocene (Toros-Ménalla). This rooted facies (paleosols) is characterized by very dense root canal networks and termite nests indicated by the red arrows. The roots have penetrated the Aeolian sandy facies at the base of the paleosol.

particularly in contact with the major lacustrine series with which it is unmistakably linked (Figures 14 and 15). It is formed by a moderately to strongly cemented sandstone. The cementation is of clay and clay-diatomite origin (Schuster et al., 2005). The quartz grains, well sorted, are generally larger in size than in all the other facies (Ghienne et al., 2002; Moussa et al., 2016). These facies, unlike the sandy facies with oblique megalitages, is characterized by the development of small oblique bedding bundles of centimeter to pluricentimetric size. It is also characterized by the presence of current ripples, oscillation ripples and sometimes clay drapes (Figure 14). Oscillation megarids have been observed at certain sites, demonstrating the importance of lake or perilacustrine dynamics (Lemoalle et al., 2012; Maley and Maley 1981; Armitage et al., 2015). The abundance of clays in these facies is very variable, of the roots, and some levels are completely devoid of it. The base of this facies is still very clearly erosive on the underlying facies (Minisini et al., 2018).

The appearance in these facies of current ripples and oscillation ripples, as well as clay drapes on the ripples, testifies for the first time with certainty of the immersion of the surface under a sheet of free water in motion (Olivry et al., 1996). Generally, placed at the top of the sequence of root paleosol facies, this facies undoubtedly marks the development of extensive flood zones.

It is typical transitional facies of the edge of a lake in which ripples and roots coexist for a certain time before giving way to the body of water (Lemoalle et al., 2012). Sometimes the sequences show a gradual passage between aeolian dunes, vegetated or not, and the lake, passing through phases with ripples and clay drapes (Pias, 1970). Such transgressive sequences are known in the Bol sector on the northern outskirts of present-day Lake Chad where the dunes are vegetated when the
Figure 14. Sandstone perilacustrine facies with small oblique bedding (a, b, and c) covering Aeolian facies. The majority of terrestrial vertebrate fossils come from this facies. (a) This image highlights large oblique bedages of aeolian nature in the lower part. The upper part is characterized by very small bundles of oblique bedding formed by current ripples. This very dynamic facies does not show any roots. (b) and (c) The Aeolian facies of the base of the photos (large oblique bedages) is covered by a “flaser” type facies showing the alternation of small beams of oblique bedding of current ripples and sea ripples. oscillation separated by clay layers. This facies shows an alternation of period of agitation (sand and sandstone) and periods of calm during which the clays are deposited.
water level rises before being totally submerged (Leblanc et al., 2006; Moussa et al., 2016).

These facies are riddled with roots and bioturbations. It highlights the gradual installation of an undoubtedly perennial water body. The red dotted line indicates the limit between the two facies (Aeolian at the base and peri-lacustrine at the top).

This peri-lacustrine facies is the transition facies marking the flooding and progressive submersion of this sector during a phase of lacustrine transgression.

**Facies clayey, diatomite and clay-diatomite steels**

Lacustrine sediments are characterized by two types of facies (Figures 16 and 17): clays and diatomites, and sometimes by a mixture of the two. This lacustrine facies almost always rests on an erosion surface (Figure 18). The clay or diatomaceous facies marks the end of the deposition sequence. It rests directly on the root facies (paleosols) or on the sandstone facies with small oblique bedages (peri-lacustrine) or, in certain sections, directly on the Aeolian formations of the base.

**Clay facies**

This lacustrine facies is formed of a more or less homogeneous green clay on the fossiliferous sites of TM (Figure 16a) never very thick with a few rare exceptions.

Figure 15. Sandstone facies with small oblique bedding (peri-lacustrine). Sandstone surface showing oscillating megarid ridges (a) (hammer for ladder). Such megarides also present in marine environments, characterize very high energy environments. This type of wrinkle only develops in very coarse sands, or in fine gravel.
It often occurs as discontinuous lenses within sandstones and clayey sandstones. The diatomite/clay passage is not always clear and the transition is generally made by a mixture of the two facies. Diatomaceous earth becomes greener and greener when mixed with clay (Figure 17b). Very few sedimentary figures can be observed within these facies.

**Diatomite facies**

Diatomites appear as white spots that run the length of outcrops at the Toros-Menalla sites, especially on TM 254 where they form prominent outcrops, sometimes even small ledges in the landscape. The lacustrine diatomite facies is composed of pure white diatomites, or sometimes mixed with clays or/silts which give them a gray tint (Figure 17). Diatomite is a rock very low density formed entirely or almost entirely of frustules of diatoms (unicellular algae with siliceous tests). Diatomites are often compact or finely bedded. Their thickness varies greatly depending on the outcrops, reaching up to a few centimeters. The lower contact with the underlying facies is still very clear. Diatomites are not very rich in vertebrate fossils, often limited to the remains of fish, turtles and crocodiles.

Even if diatoms abound in the marine environment, the development of substantial deposits is the exclusive fact of lake environments.

The diatomite facies and the clayey facies mark the

---

**Figure 16.** Clayey and clay-diatomite lacustrine facies deposited in discordance on the sandy roots facies. (a) The diffuse contact undoubtedly testifies to a very gradual establishment. (b) Example showing a clearer erosion surface.
installation of a perennial lacustrine environment during the Terminal Miocene on the fossiliferous sites of Toros-Menalla. These clayey and diatomite facies correspond to transgressive lacustrine deposits (wet phases) which progress on the Aeolian facies (arid phases), the sandy-clay facies with paleosols and/or on the peri-lacustrine facies (Figure 18). These clayey and diatomite lacustrine facies can be compared with lake phases of the Mega-Chad type (Ghienne et al., 2002; Schuster, 2002; Schuster et al., 2003, 2005, 2009; Bouchette et al., 2010). Similar studies have shown relatively comparable sedimentary successions in the Mio-Pliocene age deposits of Chad (Düringer et al., 2000; Schuster, 2002; Bianchini et al., 2019). On some sections studied near Koro-Toro, Servant (1973) describes the installation of a transgressive lacustrine phase on aeolian deposits. The sedimentological characteristics of the lacustrine facies (clayey and diatomite) presented earlier allow us to precisely demonstrate the presence of a transgressive lacustrine phase in the fossiliferous sites of Toros-Menalla (TM).

**Typica deposit sequences**

The composite section of TM 266 (Figure 19) shows the gradual passage of aeolian sands, to Sahelian, peri-
lacustrine and then lacustrine sequences (Schuster et al., 2005). The ideal sequence drawn (Figures 19 and 20) traces the vertical evolution of the facies during this climatic drift (Lemoalle et al., 2012; Bristow et Armitage, 2016).

This standard sequence of the eolo-lacustrine series of the Terminal Miocene of the fossiliferous sites of Toros-Ménalla is characterized by the superposition of the four facies described previously with successively the Aeolian facies, the paleosol facies, the peri-lacustrine facies, and the lacustrine facies (Figure 19).

This “typical” sequence raised at the interface of two contrasting environments (desert at the base and lacustrine at the top) shows Aeolian facies covered by a paleosol (paleosol facies) with root ducts and bioconstructions of insects passing to sands: peri-lacustrine (peri-lacustrine facies) with small oblique beddings surmounted by diatomites or lacustrine clays (lacustrine facies) (Ghienne et al., 2002; Novello et al., 2017). Pattern variations within this “typical” sequence can be significant, such as being sometimes eroded, or even absent (Figure 20). Thus, clayey lacustrine facies can rest either directly on paleosols without an intermediate peri-lacustrine term, or directly on aeolian formations (Servant-Vildary, 1973). Fossil deposits are also often found with a transgressive base that allows a concentration of fossils (Brunet et al., 2002; Duval et al., 2021). The typical environments described in this sequence are therefore as follows:

(1) The basis of the sequence materializes a dry arid environment with the development of real dunes of large...
Figure 19. Type "dunes-lake" sequence from the Upper Miocene of Chad. This sequence traces the history of a major palaeoenvironmental variation of climatic origin marked by the installation of a lake which transgresses a desert. The first major changes begin with the marked development of revegetation on the dunes at the start of a wetter phase. The gradual installation of roots at the top of the dunes is the best example of this. The establishment of the wrinkles marks the development of a perilacustrine zone, which then appears submerged by the final transgression of the lake.

Dimensions like those of ergs still exist today in the Djourab desert.

(2) The top of the sequence corresponds to a lake environment of the classic Mega Lake type.

(3) The middle part is literally a buffer zone between these two extreme environments. The transition to more humid climatic conditions will gradually vegetate the desert. During these "green phases", it allows the development of numerous paleosols. "Arid-humid" climatic fluctuations are at the origin of the alternation of sandy facies without structures (aeolian or Sahelian) with sandy-clay facies with paleosols.

(4) Near the lakes which are gradually spreading, perilacustrine facies is developing marked by the appearance of facies with current ripples and oscillation which gradually replaces the root facies of paleosols.

The first deposits correspond to a desert environment (Aeolian facies), gradually passing to lakeside deposits by a succession of paleosols (paleosol facies) increasingly marked by the increasing proximity of the lake (peri-lacustrine facies) and this sequence ends with the transgression of a perennial lake (lacustrine facies with diatomites and clays).

Conclusion

Based on the interpretation of the facies, the sedimentological study of the fossil Hominid sites of the late Miocene reveals four successive environments: the
first deposits correspond to (1) an aeolian desert environment (aeolian facies), gradually passing to lakeside deposits by a succession (2) of paleosols (root facies or paleosols) increasingly marked by the increasing proximity (3) of the lake (peri-lacustrine facies). The sequence ends with the transgression (4) of a perennial lake (lacustrine facies with diatomites and clays). The fossiliferous facies (Anthracotheriid layers) set up between the two major Aeolian phases (at the base) and lacustrine (at the top), show an alternation of Sahelian phases episodically vegetated during wetter phases. The “dune-soils” sequence constitutes the recurring elementary motif of the deposit. From place to place, the insertion of clays or lacustrine diatomites
manifests a transgressive pulsation with the installation of peri-lacustrine environments favoring the development of a more aquatic fauna. The installation of fauna clearly characterizes these “greener” phases.

By examining all the fossiliferous sites between 3 and 7 million years ago, we see that this northern part of the basin has almost always been a buffer zone oscillating according to climatic fluctuations between the lake, the edge of the lake, the Sahelian zone, and total desert. In this eolo-lacustrine transition zone, where the ancient hominids evolve, the lacustrine episodes are only temporary phases corresponding to the transgressions of the perennial central lake whose pulsations follow the climatic rhythm of the wet and dry phases. The Bol archipelago, located northeast of present-day Lake Chad, symbolizes an excellent model of this type of environment, where the lake and the desert merge.
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Climate models are generally used to evaluate the climate change impacts. However, they have important biases at the regional or local scales. This study evaluates the future temperature projections in Lake of Guiers/Senegal. For this, the daily maximum and minimum temperature from the ensemble mean of five (5) Coordinated Regional climate Downscaling Experiment (CORDEX) regional climate models (RCMs) under the greenhouse gas scenarios RCP4.5 and RCP8.5 and three (3) bias correction methods (Linear scaling, variance scaling and quantile mapping methods) were used. The performance of raw ensemble mean of the models was first evaluated against the WFDEI data. The results show that this latter exhibits some limitations to reproduce the minimum and the maximum temperature at the Lake scale. In order to make temperature data more accurate, the three bias correction methods were used. Results show that bias correction methods improve well the simulated minimum and maximum temperature. The future temperature projections show an increase of temperature which are faster in bias-corrected data. From the results it is indicated that it is necessary to implement appropriate adaptation measures to address these climate changes.

Key words: Climate change, regional climate models, coordinated regional climate downscaling experiment (CORDEX), bias correction methods, Lake of Guiers.

INTRODUCTION

Most of the studies conducted on the West African climate show an increase in temperatures in the Sahel region (IPCC, 2013; Ly et al., 2013; Giorgi et al., 2014). These temperature increases can impact the hydrological cycle and agriculture yields (Salack et al., 2011; Gelata and Gobosho, 2018; Sarr and Camara, 2018). They can also lead to problems in the supply of fresh water to populations through the evaporation phenomena, especially in Sahelian countries which are characterized by a short rainy season (3 to 4 months) and with variability in rainfall distribution (Tall et al., 2016; Luo et al., 2018). Therefore, climate change scenarios are needed in West Africa, particularly in Sahel to evaluate these impacts.

In West Africa climate changes have often been studied with global climate models (GCMs). However,
these models have large disparities in this region. In fact, GCMs have difficulty simulating certain surface heterogeneities because of their low spatial resolution (200 to 300 km). Thus, these GCMs are important only when it comes to representing global climate change. That is to say on a large scale. To address these issues, regional climate models (RCMs) are increasingly being used to dynamically disaggregate global climate models (Paeth et al., 2011). In this context, several experiments have been undertaken to produce coordinated experiments using several regional climate models (RCMs). This is the case of PRUDENCE (Baguis et al., 2010), ENSEMBLES-AMMA (Déqué et al., 2012). However, these coordinated experiments focused on limited areas. CORDEX is an international program implemented by several research centers which aim is to produce reliable climate change scenarios for impact studies. The ability of CORDEX RCMs to reproduce the present climate in West Africa has been assessed in numerous studies (Nikulin et al., 2012; Gbobaniyi et al., 2014; Klutse et al., 2015; Akinsanola and Ogunjobi, 2017). The climate change scenarios are obtained by forcing CORDEX RCMs by the Coupled Models Intercomparison Project phase 5 (CMIP5) GCMs from 1951 to 2100 (Giorgi et al., 2009). RCMs are the same basic physical principles as GCMs, but with higher horizontal resolution (~10-50 km). They are much more appropriate for impact studies because of their ability to represent the climate in complex areas such as West Africa. However, the simulated climate is not again in perfect agreement with observation. In fact, these RCMs also have limitations when it comes to focusing at the local-scale such as at the farm or basin scales. That is why, some authors (Hawkins et al., 2012; Kum et al., 2014; Gumindoga et al., 2016; Grillakis et al., 2017) have recommended the use of bias correction methods to eliminate or reduce bias to produce reliable climate change scenarios for impact assessment purposes.

The main objective of this study is to evaluate the performance of the Coordinated Regional climate Downscaling Experiment (CORDEX) models and the three (3) bias correction methods commonly used (Linear Scaling, Variance Scaling and Distribution Mapping) to simulate present and future temperature in the Lake of Guiers.

**METHODOLOGY**

**Study area**

The study area is the Lake of Guiers (Figure 1) which is the main reserve of surface freshwater in Senegal. It is located in northern Senegal, in the upper delta of the Senegal river basin, between longitude 15°40'-16° West and between latitude 16°-16°30' North. It extends between the south of city of Richard Toll (near the border with the Mauritania) and and Louga regions (toward K M SARR) (Figure 1). The minimum and maximum daily air temperatures in this city range between 22 and 36°C, respectively, while the mean annual rainfall is about 403 mm (Niang, 2011; Diédhiou et al., 2019). The main activities carried out in the semi-desert areas surrounding the lake are breeding, fishing, rice and sugar cane cultivation. The lake water is also used as a drinking water resource for the urban centers (165,000 m3/day for a population of 5 million inhabitants) (Sambou et al., 2019).
Datasets

This study uses daily maximum and minimum temperature data from CORDEX RCMs. They are CCLM4, RCA4, HIRHAM, REMO and RACMO. The model institutions, the regional climate models and their reference are presented in Table 1. The spatial resolution of CORDEX RCMs is 0.44° (approximately 50 km). They cover the period 1976-2005 for the historical and 2006-2100 for future. The RCMs outputs are available from this website: https://www.cordex.org/output.html.

These models are described in detail by Giorgi et al. (2009). Two periods are considered in this study: the reference period (1979 - 2005) and the future period (2006 - 2100). The RCMs RACMO, HIRHAM and REMO are forced by the outputs of the GCM EC-EARTH; while models RCA4 and CCLM4 are forced by the outputs of the GCM CNRM-CM5. The climate projections are obtained by forcing the regional climate models by the outputs of the global climate models under the greenhouse gas scenarios RCP4.5 and RCP8.5 which, respectively correspond to radiative forcing of 4.5 and 8.5 W/m² at the horizon 2100. To evaluate the performance of bias correction methods, the Water and Global Change (WATCH) Forcing Data methodology was applied to ERA-Interim reanalysis data (WFDEI) (Weedon et al., 2014). The WFDEI data are available from 1979 to 2012. Two periods are considered in this study: the reference period (1979- 2005), which is the common period between RCMs data and WFDEI data and the future period (2006-2100).

Bias correction methods

In this study, three bias correction temperature methods commonly used namely linear scaling (LS), variance scaling (VS) and distribution mapping (DM) are considered. The period of calibration of this bias correction method is 1979-1993 and the period of validation is 1994-2005.

Linear scaling

The Linear Scaling (LS) method (Lenderink et al., 2007) corrects the outputs of the climate model by using the difference in the mean variability between the observations and climate model.

\[
T_{\text{cor,m,d}} = T_{\text{raw,m,d}} + (T_{\text{obs,m,d}} - T_{\text{ref,m}})
\]

where \(T_{\text{cor,m,d}}\) are the corrected minimum or maximum temperature on the \(d^{th}\) day of \(m^{th}\) month; \(T_{\text{raw,m,d}}\) are the uncorrected minimum or maximum temperature on the \(d^{th}\) day of \(m^{th}\) month; \(T_{\text{obs,m,d}}\) and \(T_{\text{ref,m}}\) are the mean values of observed and simulated minimum or maximum temperature at the given month.

Variance scaling

For the linear scaling method, the biases in variance are not corrected. That is why the Variance Scaling (VS) method was implemented to bias correct the temperature time series (Terink et al., 2010). It is given by Equation (3):

\[
T_{\text{cor,m,d}} = T_{\text{obs,m,d}} + \left[ T_{\text{raw,m,d}} - T_{\text{ref,m}} \right] \times \frac{\sigma(T_{\text{obs,m,d}})}{\sigma(T_{\text{raw,m,d}})}
\]

where \(\sigma(T_{\text{raw,m,d}})\) and \(\sigma(T_{\text{obs,m,d}})\) represent, respectively the standards deviation of the monthly RCMs outputs and observations during the reference period.

Distribution mapping

The Distribution Mapping (DM) method was used to correct the distribution function of the raw data (Piani et al., 2010). It is used to adjust mean, standard deviation and quantiles. The Gaussian distribution (or normal distribution) with the parameters \(\mu\) (mean) and \(\sigma\) (standard deviation) is usually considered to adjust the temperature probability distribution (Teutschbein and Seibert, 2012):

\[
F_N(x|\mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right), x \in \mathbb{R}
\]

The corrected temperature expressed in terms of Gaussian CDF \(F_N\) and its inverse \(F_N^{-1}\) is given by:

\[
T_{\text{cor,m,d}} = F_N^{-1}\left[ F_N\left( T_{\text{raw,m,d}}|\nu_{\text{raw,m}}, \sigma_{\text{raw,m}}\right) \| T_{\text{obs,m,d}}|\nu_{\text{obs,m}}, \sigma_{\text{obs,m}}\right)\]

where \(F_N\) and \(F_N^{-1}\) represent, respectively the gamma cumulative distribution and its inverse, \(T_{\text{raw,m,d}}\) is the uncorrected minimum or maximum temperature during the month \(m\) and the day \(d\) of reference period, \(\nu_{\text{raw,m}}\) and \(\sigma_{\text{raw,m}}\) represent, respectively the mean and standard deviation of the uncorrected temperature during the month \(m\) and \(\nu_{\text{obs,m}}\) and \(\sigma_{\text{obs,m}}\) are, respectively the mean and the standard deviation of the observed temperature.

Performance of statistical method

To evaluate the performance of the bias correction methods, some
statistical parameters such as the absolute bias (MB), the root mean square error (RMSE) and the Nash-Sutcliffe efficiency (NSE) were calculated. The mean bias gives an indication of the sign of errors (underestimation or overestimation):

\[
MB = \frac{\sum_{i=1}^{n} (T_{\text{sim},i} - T_{\text{obs},i})}{n}
\]

The root mean square error (RMSE) measures the amplitude of errors committed by models:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (T_{\text{sim},i} - T_{\text{obs},i})^2}{n}}
\]

The Nash-Sutcliffe efficiency (NSE) gives the relative magnitude of variance of residues compared to the observed variance. It is between \(-\infty\) and 1 with 1 the optimal value. The NSE values less than 0 are considered unacceptable while those between 0 and 1 are considered acceptable:

\[
NSE = 1 - \frac{\sum_{i=1}^{n} (T_{\text{sim},i} - T_{\text{obs},i})^2}{\sum_{i=1}^{n} (T_{\text{obs},i} - \bar{T}_{\text{obs}})^2}
\]

where \(n\) is the number of time steps; \(T_{\text{sim}}\) and \(T_{\text{obs}}\) are, respectively the time series of the simulated and the observed (WFDEI) temperature.

**RESULTS**

**Performance of the multi-model ensemble**

Figure 2 shows the monthly maximum and minimum temperature simulated by the five CORDEX RCMs present in the ensemble-mean compared to WFDEI data from 1979 to 2005. The ensemble mean of the model was considered because numerous studies (Kim et al., 2014; Gbobaniyi et al., 2014) pointed that it better reproduces the spatial distribution of the surface temperature. WFDEI data show the lowest minimum and maximum temperature (around 16 and 32°C, respectively) in the Lake of Guiers between December and February. The highest minimum and maximum temperature (around 24 and 38°C, respectively) are recorded from April to June and from July to September, respectively. WFDEI data shows also a decrease of maximum temperature between the end of June and September corresponding to the rainy season in Senegal. The ensemble-mean of the models generally reproduces well the pattern of the monthly maximum and minimum temperature observed in the Lake. Also, the monthly maximum and minimum temperature simulated are closer to that observed, as shown in Figure 3 with a coefficient of determination of 0.96 and 0.97, respectively. It should also be noted that the ensemble mean of the models reproduces quite well the minimum temperature observed. This is confirmed by
Figure 2. Monthly maximum and minimum temperature averaged from 1979 to 2005 of WFDEI data and the ensemble mean of the models. Tmax_WFDEI and Tmin_WFDEI represents respectively the maximum and the minimum temperature of WFDEI and Tmax_RAW and Tmin_RAW represent respectively the raw minimum and maximum temperature simulated by the multi-model ensemble.

Table 2. Performance measures of the raw multi-model ensemble during the period 1979-2005.

<table>
<thead>
<tr>
<th></th>
<th>Tmax</th>
<th></th>
<th>Tmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB</td>
<td>-1.92</td>
<td>RMSE</td>
<td>2.02</td>
</tr>
<tr>
<td>NSE</td>
<td>-0.30</td>
<td>R</td>
<td>0.95</td>
</tr>
<tr>
<td>R</td>
<td>0.95</td>
<td>MB</td>
<td>-0.69</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.08</td>
<td>NSE</td>
<td>0.91</td>
</tr>
<tr>
<td>R</td>
<td>0.97</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the results obtained in Table 2. Nevertheless, the simulated temperature is always biased. In fact, it presents an overestimation of the maximum temperature for all months with mean bias of -1.92. For the minimum temperature, it overestimates the observed values only between March and May. Thus, the performance of outputs of the multi-model ensemble can be increased by bias correction methods.

Figure 4 shows the comparison of the monthly maximum and minimum temperature from the WFDEI data, raw multi-model ensemble and bias-corrected respectively during the calibration period (1979-1993) and validation period (1994-2005). The results show that the bias in ensemble mean of the models temperature is remarkably reduced. All the three bias correction methods improve satisfactory the outputs of the ensemble mean of the models. There are very slight differences between the WFDEI data and the bias-corrected multi-model ensemble compared to raw data during the calibration data. But some contrasts exist between the three bias corrected multi-model ensemble mean and theirs performances with respect to both parameters. In fact, results show that Linear Scaling (LS) method is closer to the observed temperature followed by Distribution mapping (DM) method. The statistical performance measures of bias-corrected temperature during the calibration and the validation periods are presented in Table 3. The statistical indicators values reflect the good performances of the three bias correction methods during the calibration and validation periods. During the calibration period the mean bias is less than 0.01 excepted VS method for the monthly maximum
temperature. On the other hand, VS method better corrects the mean bias of the monthly maximum temperature during the validation period. The good results obtained with the statistical parameters (RMSE < 1, NSE and R values close to 1) during both periods highlight the ability of bias correction to improve the simulated monthly maximum and minimum temperature. We also note that the ability of the three bias correction methods to better correct the minimum temperature. This might be due to fairly good capacity of the five models present in the ensemble mean to better simulate the minimum temperature. Therefore, the minimum temperature become easier to bias-corrected.

To see the performance of bias correction methods at the daily time scale, Figure 5 shows the 7-day mean of the maximum and minimum temperature from the WFDEI data, raw multi-model ensemble and bias-corrected, respectively during the calibration period (1979-1993) and validation period (1994-2005). Table 4 shows the statistical performance measures of daily maximum and minimum temperature. The results show that all bias correction methods improve also the daily maximum and minimum temperature during the calibration and the validation period. As for monthly time scale, LS and DM methods better improve the quality of daily maximum and minimum temperature simulated by multi-model
Figure 4. Daily mean maximum and minimum after smooth with the 7-day moving average method for the calibration period (left panel) and for the validation period (right panel).

Table 4. Performance measures of the bias-corrected daily maximum and minimum temperature during the calibration and validation periods.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Methods</th>
<th>Calibration period</th>
<th>Validation period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MB</td>
<td>RMSE</td>
</tr>
<tr>
<td>Tmax</td>
<td>RAW</td>
<td>-1.38</td>
<td>2.78</td>
</tr>
<tr>
<td></td>
<td>LS</td>
<td>&lt; -0.01</td>
<td>2.44</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>-0.30</td>
<td>2.53</td>
</tr>
<tr>
<td></td>
<td>DM</td>
<td>&lt; -0.01</td>
<td>2.46</td>
</tr>
<tr>
<td>Tmin</td>
<td>RAW</td>
<td>-0.66</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td>LS</td>
<td>&lt; -0.01</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>VS</td>
<td>&lt; -0.01</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>DM</td>
<td>&lt; -0.01</td>
<td>1.68</td>
</tr>
</tbody>
</table>

ensemble. Moreover, slight differences are noted when the performance of both methods was considered. That is to say, both bias correction methods show similar performances. The results obtained in Table 4 confirm the good performances of bias correction methods. In fact, low mean bias are recorded (MB < 0.01°C) for the daily temperature values except the VS method for daily maximum temperature as in monthly scale during the calibration period. However, when we compare the statistical parameters, results show that bias correction methods perform better on the monthly scale over the daily. The results obtained during the validation period show that VS method is more suitable for daily and monthly maximum temperature. Moreover, the DM method is better suitable to bias correct the daily minimum temperature. For monthly minimum temperature, DM and LS method seem to give the best bias-correction. Globally, the three temperature bias correction methods improve the performance of the ensemble mean of the models. The ability of bias correction methods to improve the performance of the ensemble mean of the models strengthens our confidence in the future temperature.
Figure 5. Impact of the LS bias correction method on projected yearly minimum and maximum temperature (left panel and right panel respectively). Temp_obs represents the observed minimum or maximum temperature, Temp_RAW_his is the raw minimum or maximum temperature during the historical period, Temp_RAW_RCP45 and Temp_RAW_RCP85 represent respectively the raw minimum or maximum temperature during the future under the scenarios RCP4.5 and RCP8.5. Temp_LS_his represents the historical minimum or maximum temperature corrected by LS method and Temp_LS_RCP4.5 and Temp_LS_RCP8.5 are respectively the future minimum or maximum temperature corrected by LS method.

projections in the Lake of Guiers.

Projection of future temperature

After evaluating the bias correction methods, the temporal evolution of annual maximum and minimum temperature from 1979 to 2100 was studied. Figures 6, 7, and 8 illustrate the impact of the LS, VS, and DM bias correction methods on the projected annual minimum and maximum temperatures, respectively. The results show that the corrected data reproduce well the WFDEI data during the reference period (1979-2005) compared to raw data. However, it was found out that the corrected data by DM method (Figure 8) shows the highest performance in simulated annual temperature (MB=0.04°C/ <0.01°C, NSE=0.39/0.36 for yearly maximum/minimum temperature, respectively) compared to VS method (Figure 8) (MB=-0.04°C/-0.01°C, NSE=0.34/0.30 for yearly maximum/minimum temperature) and LS method (Figure 7) (MB=-0.05°C/ <-0.01°C, NSE=0.39/0.30 for maximum/minimum temperature). It was also noted that the multi-model mean corrected by the three methods considered shows an upward trend in temperatures compared to that uncorrected almost over the entire period in both scenarios (RCP4.5 and RCP8.5). This overall increase is greater in the pessimistic scenario (RCP8.5) than in the medium scenario (RCP4.5). The magnitude of the difference between the corrected and uncorrected multi-model mean is much greater when considering the maximum temperature. But the sign of the change signal in raw data is not modified in those bias-corrected. Globally, important increases are observed in future maximum and minimum temperature when the raw ensemble of the models and bias-corrected under both scenarios were considered. This is in agreement with several results obtained on the Sahel (IPCC, 2013; Ly et al., 2013; Sylla et al., 2016). This increase is greater from 2060 especially under the RCP8.5 scenario. In fact, an increase of 0.8 to 0.15°C per decade and of 0.5 to 0.53°C per decade is predicted, respectively under the RCP4.5 and RCP8.5 scenarios for the mean annual minimum temperature. For the mean annual maximum temperature, the increase range
Figure 6. Impact of the VS bias correction method on projected yearly minimum and maximum temperature (left panel and right panel respectively). Temp_obs represents the observed minimum or maximum temperature, Temp_RAW_his is the raw minimum or maximum temperature during the historical period, Temp_RAW_RCP45 and Temp_RAW_RCP85 represent respectively the raw minimum or maximum temperature during the future under the scenarios RCP4.5 and RCP8.5, Temp_VS_his represents the historical minimum or maximum temperature corrected by VS method and Temp_VS_RCP4.5 and Temp_VS_RCP8.5 are respectively the future minimum or maximum temperature corrected by VS method.

The results show that the ensemble-mean of model simulates well the observed minimum and maximum temperature. However, it still contains some bias. According to Luo et al. (2018), these biases come from to the forcing of Global Climate models (GCMs) or produced by a systematic error of the model. Therefore, it is very important to bias-correct the RCMs data before studying the climate change (Chen et al., 2013; Ajaaj et al., 2015). The results show that all methods used can improve the original RCMs outputs with few differences. The simplest bias correction method is the Linear Scaling (LS) which corrects the outputs of the climate model by using the difference in the mean variability between the observations and climate model. Thus, the biases in variance are not corrected. However, it was found that for the daily and monthly minimum temperature during the validation period LS method gives the best results. Thus, the uncorrected minimum temperature might not be biased in variance. Of the three bias correction methods used, the DM method is the most advanced. It is used to adjust the mean, the standard deviation and the quantile. This method better corrects the minimum temperature at

DISCUSSION

This study evaluates the performance of the ensemble-mean of five (5) CORDEX regional climate models (RCMs) models and the three (3) bias correction methods commonly used (Linear Scaling, Variance Scaling and Distribution Mapping) to better simulate present and future temperature in the Lake of Giers which plays an important role in the socio-economic development of Senegal (Sambou et al., 2019; Diedhiou et al., 2019). The results show that the ensemble-mean of model simulates well the observed minimum and maximum temperature. However, it still contains some bias. According to Luo et al. (2018), these biases come from to the forcing of Global Climate models (GCMs) or produced by a systematic error of the model. Therefore, it is very important to bias-correct the RCMs data before studying the climate change (Chen et al., 2013; Ajaaj et al., 2015). The results show that all methods used can improve the original RCMs outputs with few differences. The simplest bias correction method is the Linear Scaling (LS) which corrects the outputs of the climate model by using the difference in the mean variability between the observations and climate model. Thus, the biases in variance are not corrected. However, it was found that for the daily and monthly minimum temperature during the validation period LS method gives the best results. Thus, the uncorrected minimum temperature might not be biased in variance. Of the three bias correction methods used, the DM method is the most advanced. It is used to adjust the mean, the standard deviation and the quantile. This method better corrects the minimum temperature at
Figure 7. Impact of the DM bias correction method on projected yearly minimum and maximum temperature (left panel and right panel, respectively). Temp_obs represents the observed minimum or maximum temperature, Temp_RAW_his is the raw minimum or maximum temperature during the historical period, Temp_RAW_RCP45 and Temp_RAW_RCP85 represent respectively the raw minimum or maximum temperature during the future under the scenarios RCP4.5 and RCP8.5, Temp_DM_his represents the historical minimum or maximum temperature corrected by DM method and Temp_DM_RCP4.5 and Temp_DM_RCP8.5 are respectively the future minimum or maximum temperature corrected by DM method.

After evaluation, the evolution of the future minimum and maximum temperature corrected and uncorrected under scenarios RCP4.5 and RCP8.5 from 1979-2100 was diagnosed. The multi-model mean simulated a strong rise in minimum and maximum temperature which is more important under the RCP8.5 scenario. These results are in agreement with those obtained by Giorgi et al. (2014) and Sylla et al. (2016) in Western Sahel. After correction, the trends are not so modified but the magnitude of climate change signal is amplified in the multi-model mean bias-corrected. This is in agreement with Mbaye et al. (2015) results over Senegal river basin.

The large increase of both temperature and minimum temperature could lead to an increase in evapotranspiration phenomena in Lake of Guiers (Tall et al., 2016) and a decrease in the water content of the soil located at the edge of the lake. This could lead to problems of availability of resources because this lake is the largest reservoir of freshwater in Senegal (Sambou et al., 2018). This situation could also be detrimental for agricultural yields. In fact, strong temperature increase can affect the grain weight and the duration of grain growth (Sarr and Camara, 2018).

Conclusion

In this work, the ensemble mean of 5 CORDEX RCMs was considered to analyze the evolution of future temperature in the Lake of Guiers. The performances of the ensemble mean of the models to reproduce the minimum and maximum temperature are first assessed. Results show that the multi-model ensemble mean reproduces globally well the observed data. However, it presents some biases which can be reduced by bias correction methods. After bias correction, the agreement between the multi-model ensemble mean and the WFDEI data has considerably increased.

Results show an increase of annual minimum and maximum temperature in the lake. Moreover, the
magnitude of this increase is more important in the multi-model ensemble mean bias-corrected compared to that raw, but the degree of frequency in raw data is not affected.

This future increase in temperature predicted by the uncorrected and corrected ensemble mean of the models can have harmful consequences for the local populations due to the increase of evapotranspiration and water demand. Therefore, it would be important to better quantify the future climate change impact on the hydrological cycle in the Lake of Guiers.
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