Time series prediction of apple scab using meteorological measurements
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A new prediction model for the early warning of apple scab is proposed in this study. The method is based on artificial intelligence and time series prediction. The infection period of apple scab was evaluated as the time series prediction model instead of summation of wetness duration. Also, the relations of different measurements with apple scab infection time were analyzed. The important hours of duration were determined with the feature selection methods, such as Pearson’s correlation coefficients (PCC), Fisher’s linear discriminant analysis (FLDA) and an adaptive neuro-fuzzy classifier with linguistic hedges (ANFC_LH). The experimental dataset with selected features was classified by ANFC_LH, and predicted by an adaptive neural network (ANN) model. The proposed ANN model successfully predicts the apple scab infection time with 2 to 5% error rates compared to the traditional weather station predictions. The results show that the last 24-hour period is important to determine the apple scab infection at any time.
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INTRODUCTION

The plant protection activities against apple pest are very important for growers. Meteorological conditions directly affect the crop quality of productions. For that reason, the meteorological conditions are monitored to protect the orchards against pests and diseases. The aims of the early warning and disease modeling systems are to decrease the use of pesticides, to eliminate crop losses caused by diseases and insects, and to protect the natural environment by analyzing the meteorological conditions. This study focuses on predicting the apple scab infection times.

The meteorological conditions with time factor affect the growth cycle of apple scab. This phenomenon was first detected by Keitt and Jones (1926) who denoted the relation between temperature and wetting duration for apple scab infection. After that, Mills (1994) prepared a table about the meteorological effects on apple scab infections. This table shows the summation of wetness duration with different temperatures. Then, this table was revised by MacHardy and Gadoury (1989). According to researches, the temperature, leaf wetness and humidity affect the appearance time of the infection and intensity of the apple scab. Different apple scab models based on meteorological measurements have been developed, evaluated and successfully used for disease control in apple orchards (Holb, 2003; Jones and Sundin, 2006).
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The meteorological parameters can be monitored by traditional weather stations. By this way, the appearance time of diseases can be easily determined. Some computer-based early warning systems, such as WELTE, METOS, HP-100, ADEM and RIMpro were designed to determine the infection periods (Hindorf et al., 2000; Holb, 2003; Berrie and Xu, 2003). These systems have been used in the orchards, successfully.

In order to determine the infection periods in nature, some mathematical prediction models were proposed, besides the summation of wetness duration. Some of them are polynomial models (Mills, 1944; Gadouy and MacHardy, 1989). Some statistical methods, such as Bayes theory, were approved for disease prediction (Yuen and Hughes, 2002; Turechek and Wilcox, 2005; De Wolf and Isard, 2007). Rossi et al. (2007) estimated the risk of apple scab infection by a dynamic simulation model. They suggested an algorithm for different situations.

The infection times of diseases can also be considered as the time series problem as in weather or stock exchange forecasting. The time series analysis is a well known method, and it is generally used to forecast the next value of events or identify the nature of the phenomenon represented by a sequence of observations using a series of past measurements. Some of these studies are based on statistical methods, such as auto-regressive, auto-regressive moving average, auto-regressive integrated moving average (De Gooijer and Hyndman, 2006).

The last approaches to estimate the infection times are based on artificial intelligence, such as neural networks, fuzzy systems; support vector machines (Rojas et al., 2008). However, these methods are rarely used in agricultural problems. One of them is about an early warning system for a Ross River virus in Australia (Hu et al., 2006). Kolhe et al. (2011) suggested diagnosis of diseases of oilseed-crops based on fuzzy approach. Bregaglio et al. (2011) modeled the leaf wetness of plant disease using artificial intelligence methods. Although most of the apple scab disease models have been used in the summation of wetness duration with different temperatures, the time series analysis of apple scab with respect to meteorological variables is firstly proposed in this study.

In this study, the meteorological data, obtained by Lufft HP-100 model weather station, (Lufft, 2010) was used. The best measurement variables that are correlated with apple scab infection were determined by Pearson's correlation criterion (PCC). The most important hours of selected measurements were also determined by the feature selection algorithms such as the adaptive neuro-fuzzy classifier with linguistic hedge (ANFC_LH) and Fisher's linear discriminant analysis (FLDA) to determine the infection period. The apple scab was predicted with selected sequences upon adaptive neural networks. Although the mathematical model of Lufft is not known, the proposed early warning model easily follows the apple scab degree of Lufft. Also, the apple scab problem was evaluated as classification problem to give simple early warning, in this study.

**MATERIALS AND METHODS**

The Lufft model gives apple scab infection degrees between 0 and 100% according to meteorological measurements. The previously collected data, monitored from the Lufft weather station (LWS) in 2004, was used to predict the infection times of apple scab. The weather station was set up at Afşar Village of Gelendost in Isparta. In this study, it is assumed that the weather station always gives right apple scab warning because the facility to do experimental studies in orchards or in any laboratory is not possible.

The LWS gives five meteorological measurements, such as relative humidity, leaf wetness, temperature, day light and rainfall. The LWS is sending the meteorological measurements to the Center of Plant Protection Department in Agricultural Provincial Directorate of Isparta for each 12 min. The dataset was analyzed with the measurements of previous 12 and 24 h time intervals from the observed apple scab times. Consequently, the original data was arranged as: Instead of all 12-min measurements, the average values of measurements in one-hour time interval was approved; only possible infection seasons were evaluated instead of all year measurements. Therefore, the evaluated dataset consisted of measurements from 1 February 2004 to 31 October 2004; times that are before and after the occurrence of apple scab infection were also considered to correctly determine the infection timing of apple scab.

As a result, the large dataset was shortened for better prediction and classification. There are 5415 measurement points with five measurement features. Also, another important parameter is the time that was added to dataset for the time series prediction. The proposed method consists of three stages: Marking the correlations between the apple scab and meteorological measurements; detecting the appropriate times for infections; prediction and classification. These stages are depicted in Figure 1.

**Feature selection**

The two-stage feature selection procedure was applied to the original dataset. In the first stage of the proposed model, the correlations among the determined apple scab values and measurement features were evaluated with the PCC. As a result, the important measurement features were determined. Then, the feature selection methods, such as FLDA and ANFC_LH determined the important time (hour) of selected measurements in the second stage of the model.

**Pearson's correlation criterion (PCC)**

The PCC is very simple and effective method to determine the relevant features without training data (Theodoridis and Koutroumbas, 2008). PCC is generally utilized for ranking of features according to their relation capability with the output.

**Adaptive neuro-fuzzy classifier with linguistic hedges (ANFC_LH)**

In this paper, ANFC_LH was approved for feature selection and classification (Cetişli, 2010a). The ANFC_LH method includes the linguistic hedge concept and the adaptive neuro-fuzzy classifier. The adapted linguistic hedge values of fuzzy classes denote the importance degree of features (Cetişli, 2010b).

Let \( A^p \) be a continuous linguistic term for any input variable. Then \( A^p \) is interpreted as a modified version of the original linguistic
term, where \( p \) denotes the linguistic hedge value of the linguistic term \( A \). It has a power effect to membership function. When the LH values are forced to binary values, such as \( p = 0 \) or \( p = 1 \), the modified \( A \) term be either itself or \( X \) space. The obtained linguistic hedge properties in fuzzy classification rules can be used for feature selection (Cetişli, 2010b).

**Fisher’s linear discriminant analysis (FLDA)**

The other feature selection algorithm is the Fisher’s linear discriminant analysis (FLDA). In this algorithm, the distances between classes and within classes for each feature are determined. The ratio of these distances is evaluated as feature selection criterion (Theodoridis and Kotroumbas, 2008).

**Classification**

In the third stage of proposed model, the prepared time series dataset can also be evaluated as any classification problem to select the important features easily and to give a simple warning. For this aim, the apple scab degree (ASD) ranges were divided into four classes: Non-scab, low, moderate and high scab as in the Mills’ table intuitively. These classes are created as

\[
\text{class} = \begin{cases} 
\text{non.} & \text{if } \text{ASD} = 0 \\
\text{low.} & \text{if } 0\% < \text{ASD} \leq 33.3\% \\
\text{moderate.} & \text{if } 33.3\% < \text{ASD} \leq 66.6\% \\
\text{high.} & \text{if } 66.6\% < \text{ASD} 
\end{cases}
\]

The selected features and their selected hours can be used for classification and prediction of apple scab. The ANFC_LH was approved for the scab classification.

**Prediction**

The ANNs is based on human neural system and is very suitable to predict the ASD of Luftt model.

**Adaptive neural networks**

ANNs are computational models that try to simulate the structure and functional aspects of biological neural networks (Jang et al., 1997). ANNs consist of an interconnected group of artificial neurons and process information using a connectionist approach for computation (Theodoridis and Kotroumbas, 2008). Modern neural networks are evaluated as the non-linear statistical data modeling tools. They are generally used to determine complex relationships between inputs and outputs (Jang et al., 1997). ANN can be used for classification and prediction.

The multi-layer perceptron network (MLPN), which is special and popular model of ANNs, is created by using the simple neurons as shown in Figure 2. In the MLPN, various numbers of neurons can be assigned for different layers. One can define the adequate number of neurons after a few trials. In each layer, the neurons show the similar properties and the inputs of hidden layers are the outputs of previous layer. Also, the neuron connections that are called as weights can be adapted by different training methods, such as gradient based algorithms, heuristic or evolutionary methods (Jang et al., 1997; Theodoridis and Kotroumbas, 2008).

**RESULTS AND DISCUSSION**

The important meteorological measurements of the used data should be selected for robust prediction. Table 1 shows the PCCs of the features with respect to the determined ASDs. It can be seen in Table 1 that the best relation is between the leaf wetness and the ASDs. The others are ranked as relative humidity, day light, temperature,
Figure 2. A multilayer perceptron network model.

Table 1. The Pearson's correlation coefficients of measurements respect to apple scab degrees.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Time (h)</th>
<th>Temperature</th>
<th>Relative humidity</th>
<th>Leaf wetness</th>
<th>Day light</th>
<th>Rainfall</th>
<th>Apple scab</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (h)</td>
<td>1</td>
<td>0.24</td>
<td>-0.33</td>
<td>0.18</td>
<td>0.01</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.24</td>
<td>1</td>
<td>-0.71</td>
<td>0.27</td>
<td>0.44</td>
<td>-0.02</td>
<td>-0.04</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>-0.33</td>
<td>-0.71</td>
<td>1</td>
<td>-0.56</td>
<td>-0.47</td>
<td>0.03</td>
<td>0.18</td>
</tr>
<tr>
<td>Leaf wetness</td>
<td>0.18</td>
<td>0.27</td>
<td>-0.56</td>
<td>1</td>
<td>0.09</td>
<td>-0.05</td>
<td>-0.42</td>
</tr>
<tr>
<td>Day light</td>
<td>0.01</td>
<td>0.44</td>
<td>-0.47</td>
<td>0.09</td>
<td>1</td>
<td>-0.01</td>
<td>0.06</td>
</tr>
<tr>
<td>Rainfall</td>
<td>-0.01</td>
<td>-0.02</td>
<td>0.03</td>
<td>-0.05</td>
<td>-0.01</td>
<td>1</td>
<td>0.02</td>
</tr>
<tr>
<td>Apple scab</td>
<td>-0.01</td>
<td>-0.04</td>
<td>0.18</td>
<td>-0.42</td>
<td>0.06</td>
<td>0.02</td>
<td>1</td>
</tr>
</tbody>
</table>

rainfall, and time. Moreover, there are very important relations among the features. For instance, there are inverse correlations between the temperature and relative humidity; between the leaf wetness and relative humidity. Despite the widespread knowledge about the relation between the leaf wetness and rainfall, the leaf wetness is not related with the rainfall. These results can also be seen in Figure 3. In this case, the leaf wetness, relative humidity, daylight and air temperature measurements can be selected to prepare the time series dataset.

The important times in hours of selected measurements could be determined by ANFC_LH and FLDA methods. In both previous 12 and 24 h measurement time intervals, the most important times were selected. Each observation of prepared dataset is composed of 72 or 144 features which were obtained by six different measurements at the last 12 and 24 hours, respectively. The dataset was equally divided into training and testing sets. Figures 4 and 5 show the mean values of classes with respect to 12 and 24 h measurements. When Figure 3 is analyzed, the duration between t-1 and t-6 in temperature is distinctive for the high and moderate scab classes. While the non-scab and high scab classes are easily separated, the low and moderate scab classes are generally mixed.

In Figure 4, it can be seen that the scab classes denote periodicity with respect to time duration except for the high level scabs. The time values of high class keep the
values through the duration. The leaf wetness, temperature, and relative humidity maintain their discriminative properties. In the feature selection, the important times of selected measurements were sorted by linguistic hedge values and FLDA scores. The important times of selected measurements are given in Tables 2 and 3. There are 20 and 23 distinctive hours of measurements for previous 12 and 24 h time intervals, respectively.

It is observed in Tables 2 and 3 that the leaf wetness values in all hours are important for classification. It means that the Luftt model uses the summation of wetness duration. When the other measurements are analyzed, there are no remarkable results with regard to important hours. The selected features were also classified by ANFC_LH, MLPN, and Bayes for comparison. The Bayes classifier is a simple and popular probabilistic method based on Bayes’ theorem (Theodoridis and Kotroumbas, 2008). The obtained classification results are given in Table 4. ANFC_LH is sufficient to give right warning alarm. If Table 4 is analyzed, there is no significant difference between the 12- and 24-hour durations according to classification results. As a result, the 12-hour time duration is sufficient to discriminate the apple scab classes.

If the apple scab degree as percentage is very important instead of scab classes, the prediction methods are necessary. The obtained prediction results by using MLPN, ANFIS and auto-regressive moving average (ARMA) methods are given in Table 5 for 12- and 24-hour measurements. The ANFIS is a popular approximation method based on fuzzy rules (Jang et al., 1997). The ARMA method is an iterative statistics based method (Rojas et al., 2008). In this study, the ARMA(q,t), where q is the

---

**Figure 3.** The mean values of 12-hour measurements for each class.

**Table 2.** The important times of measurements for 12-hour measurements.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Selected times (h)</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>t-9, t-8, t-7, t-1</td>
<td>4</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>t-11, t-8, t-6</td>
<td>3</td>
</tr>
<tr>
<td>Leaf wetness</td>
<td>All</td>
<td>12</td>
</tr>
<tr>
<td>Day light</td>
<td>t-1</td>
<td>1</td>
</tr>
</tbody>
</table>
number of autoregressive parameters, \( t \) is the number of moving average parameters, was adapted using the Levenberg-Marquardt method.

In the table, root mean square error (RMSE) criterion was evaluated for comparison (Theodoridis and Kotroumbas, 2008). Among the used methods, the ARMA produced the worst results. The ANFIS estimation results could not be lower than 10% (RMSE) rates (Büyükçingir, 2009). For this reason, the MLPN was preferred as the main predictor in this study. The MLPN has four layers: input, two hidden and output layers. There is a difference between the time durations according to RMSE values; 24-hour measurements give better results than 12-hour measurements with same features. The apple scab predictions of 12 and 24 h measurements by using MLPNs are depicted in Figures 5 and 6, respectively.
Table 5. Prediction results of the apple scab for 12- and 24-hour measurements.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>12 h times RMSE</th>
<th>24 h times RMSE</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLPN</td>
<td>4.94</td>
<td>2.64</td>
<td>20-200-100-1 network, 1000 epochs</td>
</tr>
<tr>
<td>ANFIS</td>
<td>10.95</td>
<td>7.36</td>
<td>20 fuzzy rules, 1000 epochs</td>
</tr>
<tr>
<td>ARMA</td>
<td>36.51</td>
<td>27.48</td>
<td>ARMA (0, 12) and ARMA (0, 24)</td>
</tr>
</tbody>
</table>

Figure 5. Apple scab predictions with 12-hour time durations.

In most cases for 12 h durations, the MLPN predictions can approximate to the Lufft prediction. However, in some cases, there are big differences between the predictions and real values, which may cause false warning. The false warning rate can be decreased by 24 h time duration. In this time interval, the prediction errors are lower than 5%.

Conclusions

In this study, the predicting of apple scab infection time is performed by using meteorological measurements. Although most researchers have used the summation of wetness or other measurement duration as in the Mills’ table to determine the apple scab, the meteorological measurements can also be evaluated as the time series prediction problems. For this purpose, a new early warning model of apple scab is designed by using artificial intelligence based methods, in this study. The model consists of three stages: Correlation, feature selection and prediction-classification. In the first stage, the correlated measurements with the apple scab degrees are determined. Then the important hours of correlated measurements are selected. Lastly, the degree of apple scab is predicted, or is classified. While the 12 h time duration is sufficient to determine the apple scab classes, the 24 h time duration is necessary for the prediction of apple scab attack degree.

It is shown that the leaf wetness is the most important measurement for determination of apple scab degree. In addition, the relative humidity, daylight and temperature measurements were also determined as important features. As per literature, the time and rainfall measurements are important features to determine the scab; however, there is no important relation between the mentioned features and scab attack degrees. Also, the experimental studies show that the Lufft early warning system monitors the summation of leaf wetness durations.

In future, this method can be applied to design regional and different apple varieties of Isparta in Turkey. After
designing the scab models, an early warning system will be designed using electronic embedded systems for apple orchards.

ACKNOWLEDGEMENT

We thank Isparta Provincial Directorate of Agriculture for experimental dataset.

REFERENCES


Lufft, HP-100 remote reading weather station and crop monitor, http://www.tequipment.net/LufftHP100.html (last accessed 10 November 2010).


