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Gumbel Weibull distribution function for Sahel precipitation modeling and predicting: Case of Mali
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Climate change, trend of precipitation variation is greatly affected by Sahel countries economy in general and Mali in particular, which increased the social instability in recent years. In this paper, we proposed Gumbel Weibull distribution function for modeling and predicting the precipitation of Mali. The methodology is composed of two steps: parameters computations and estimations. We computed the parameters using four computations methods such as: method of moments (MOM), maximum likelihood method (MLM), method of least squares (MLS) and probability weighted moments (PWM). To estimate the best method, firstly we used several good fit tests like: Kolmogorov-Smirnov (Ks), Chi-square, Anderson-Darling and D-index to analyze each method parameters, then the ratio of the standard error to return period for final estimation. For simulation, daily data of the period, 1949 to 2006 provided by Mali Meteorology Department of four localities (Kayes, Koutiala, Mopti and Hombori) was used. Results of simulations were suitable for Anderson-Darling good fit technique and PWM for Koutial, Mopti and Hombori precipitation; and MLS for Kayes precipitation. The plotting of the return period of the precipitations for PWM and MLS in the 1000 years has also confirmed this result.
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INTRODUCTION

Sahel climate is characterized by strong climatic variations of temperature, humidity and precipitation (Foxa and Rockstrom, 2003; Kandji et al., 2006). In Sahel countries generally and Mali in particular, economy depends mainly on agriculture, so these variations and the lack of efficient policy in environment management increase the poverty and affect social instability (food insecurity, migration, social conflicts, etc.). An efficient management of under and over ground water is a key factor for agriculture sustainability which depends mostly on the precipitation. For farmers, precipitation is the main parameter, because it directly affects their incomes (Udual and Ini, 2012). Researches on modeling, prediction and forecasting climate mitigation in general and precipitations in particular are necessary conditions to increase agriculture production.
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Although researches have been done in the field of rainfall modeling and predicting, the complexity of the trend climate mitigation makes it remain a challenge mainly for Sahel countries. Analysis of rainfall data strongly depends on its availability and distribution pattern. It has long been a topic of interest in the fields of meteorology to establish a statistical probability distribution that can provide a good estimation.

Mali climate represent a better sample for Sahel climate variation studies, because of its geographic position. Mali climate is straddling to the sub-tropical band called the Sahel; in which northern parts reach well into the dry Sahara desert, while the southern regions experience a wetter, more tropical, climate. The seasonal rainfall in Mali is controlled by the movement of the tropical rain (also known as the Inter-Tropical Conversion Zone, ITCZ) which oscillate between the northern and southern tropics over the course of a year, and brings rainfall to the southern regions of Mali between June and October, peaking in August. Seasonal temperature variations are large, and differ in their patterns for different parts of the country (Jones et al., 2005).

The analysis and modeling of rainfall data based on time frequency trend is very complex (Phien, 1987; Manik and Datta, 1998; Zhang, 2003; Cousineau et al., 2004). The recent years have seen the increasing use of statistical theory (Vivekanand, 2013). Gumbel distribution function approach the latest innovation based on statistical theory. This distribution with cumulative probability can be used to estimate the magnitudes of floods with different return periods, because of the simplicity with which the quantiles can be calculated.

FREQUENCY ANALYSIS

Sites description

The four sites have been selected based on the availability of long period data and their position. This climate is mainly characterized by a high variability of inter-annual and inter-decadal times-scales, which can make long-term trend difficult to be identify. The selected four sites represent the complexity of rainfall in Mali.

1. Mopti (14°40’27N) capital of the fifth administrative region of Mali, limited by Tombouctou in the north and Segou region to the southwest and Burkina Faso to the southeast. The Niger River crosses Mopti, makes this region in terms of water, a well-irrigate; so agriculture is well-developed, with also a particular successful fishing activities and shepherd. Mopti serves as an important commercial crossroads between Mali’s north, south and bordering nations. Tourism is also-developed, notably in the cities of Djenne and Mopti.
2. Hombori (15°14’2’29N) is a small town in the community of Douentza in Mopti region, situated on the national road 15 highway linking Mopti to Gao and Kidal regions. This small commune is the gate of Sahara. The climate in Hombori differs from other sites, the lack of important precipitation activity and continuous aquifer can be tapped by deep wells making the provision of drinking water in the commune difficult.
3. Kayes (4°112’64’46N), the main city of the first administrative area of Mali is crossed by Senegal River, the region is bordered by the countries of Mauritania at the north, Senegal at the west, Guinea at south and region of Koulikoro in the east. At the Guinean border, the climate is rather wet, but becomes Sudanian and later Sahelian to the north.
4. Koutiala (12°52’44’4N) is situated in Sikasso region (southern-most), the third region of Mali. This region receives more rain than any other Malian regions. Koutiala is the heartland of the cotton production in West African regions. The quantity and the quality of cotton produce in the area makes this site the second industrial city of Mali.

Data analysis

To reduce the complexity of analysis, we used regression analysis. Regression analysis is a process of fitting a function to a set of data points. Curve fitting with polynomials is done with polyfit function which uses the least squares method. Polyfit function finds the coefficients of a polynomial representing the data; used them to find new values of the data.

Based on year cumulated precipitation

Figure 1 represent the year-to-year cumulated precipitation, blue curve represented the record data and the red one is the best polynomial fit of the recorded data used polyfit function. It illustrates the downward trend for total precipitation, with minimum in the 1980s followed by small increases in the 1990s.

The downward trend is more important for Mopti, Kayes and Hombori. From 1990, there was a small increase followed by decreases to 2004 except for Kayes (Figure 1c). The decrease of precipitation is observed in all the sites in the period of 1950 to 1980. This decrease is more important for Koutiala and Hombori. A relative increase was observed for the period of 1990 to 2000. The drought (1980’s to 1990’s) decimated the livestock (20 to 50%), caused scarcities of water and food, and increased immigration and social conflicts between farmers and shepherds.

Based on the number of rain days in year

From Figure 2, it is noted that the trend of number of rainfall days is downward for Mopti, Kayes and smaller for Koutiala and Hombori, with a minimum situated in the interval 1980 to 1995.

A small increasing of the precipitation (Figure 1) is observed at the end of 1990s for all the sites. The global trend for both curves (Figures 1 and 2) is the reduction of precipitation and the number of precipitation days. Figures 1 and 2 show the variation on trend of the precipitation and the number of rainfall days for 56-year period. A period of particularly high rainfall (cumulate precipitation and number of rain days) occurred in the early 1950s, whilst the early 80s were very dry, causing widespread dryness in Mali and other Sahelian countries. Precipitation has recovered to some extent for all sites since 90s, but the increase has been quickly followed by the decrease in 2000. It is recommended that an efficient underground management policy to compensate this reduction of precipitation should be made.

PROPOSED METHOD: GUMBEL DISTRIBUTION FUNCTION

Since 1970, attention of the research on climate modeling has been focused on the discrete distribution function provides by Lagrangian distributions (Vivekanand, 2013; Consul et al., 1972, 1973; Heathcote et al., 2004). This distribution function is been found more general in nature and wider in scope. Gumbel distribution is the latest innovations for climate modeling. It can be represented as follows (Consul et al., 1972; Heathcote et al., 2004):
Figure 1. Cumulated year annual precipitation: (a) Mopti, (b) Koutiala, (c) Kayes and (d) Hombori.

Figure 2. Total rainfall days per year, (a) Mopti, (b) Koutiala, (c) Kayes and (d) Hombori. The blue curve shows year-to-year total rainfall days (recorded rain days) and the red curve represent the recorded rain days using polyfit function.

\[
f(x; \alpha, \lambda, \beta) = \begin{cases} e^{- \left( \beta x - \frac{\beta}{\lambda} \right)^{\lambda}} & \text{if } x \leq 0 \\ 0 & \text{elsewhere} \end{cases}
\]

Where \( g(x) \) is a continuous monotonic increasing function, \( k \) is any positive real number, with \( 0 < \alpha, \lambda, \beta, x < 0 \) satisfying the conditions. This condition is also known as the Weibull three parameters distribution probability function. Similarly, many distributions can be found by efficient parameters selection (Isaie-Maniu, 1983; Gumbel, 1958; Chausse, 2010).

**Parameters estimation**

In the wide fields of management, planning, design and prediction...
parameters play a key role in modeling and predicting. In all this paper, we selected \( \alpha = 0 \), \( \beta \neq 0 \). To be specific, some significant parameter estimation methods such as method of moments (MOM), maximum likelihood method (MLM), method of least squares (MLS) and the probability weighted moments (PWM) are used for the determination of Gumbel weibul distribution function parameters.

**Method of moments**

The method of moment is probably the oldest method for constructing an estimator. The advantage of this method is the simplicity, and the facility of implementation widely used. In MOM \( \alpha \) and \( \beta \) are estimated as (Vivekanandan, 2013; Hall, 2006):

\[
\alpha = \overline{R} - 0.5772157 \beta, \quad \beta = 0.60796821 \left( \overline{R}^2 - \overline{R}^2 \right)^{0.5}
\]

Where, \( \overline{R}^2 = \frac{1}{N} \sum_{i=1}^{N} R_i^2 \) and \( \overline{R}^2 = \left( \frac{\sum_{i=1}^{N} R_i}{N} \right)^2 \) are the mean and standard deviation of the annual recorded data.

**Maximum likelihood method**

Maximum-likelihood method was first proposed for factor analysis by Bowman et al. (1985). This method consists of setting the Gumbel parameters which maximize the likelihood distribution function by the following formula (Vishwa et al., 2013):

\[
\alpha = \beta \left[ \ln N - \ln \sum_{i=1}^{N} e^{-\frac{R_i}{\beta}} \right], \quad \beta = 0.60796821 \left( \frac{\sum_{i=1}^{N} R_i e^{-\frac{R_i}{\beta}}}{\sum_{i=1}^{N} e^{-\frac{R_i}{\beta}}} \right)
\]

Where, \( R_i \) is the recorded annual cumulative rain based on the daily record of \( i \)th year and \( N \) is the sample size.

**Method of least squares**

The least-squares method is one of the most important estimation methods, which attempts to obtain such values of the factor loading and the unique variance that minimizes a different loss function. The parameters estimation is computed using the following formula (Vishwa et al., 2013; Manik and Datta, 1998).

\[
\alpha = \frac{\sum_{i=1}^{N} R_i}{N} - \frac{\sum_{i=1}^{N} \ln \left(-\ln \left(\frac{1}{N} \sum_{i=1}^{N} p_i \right)\right)}{N} \quad \beta = \frac{\sum_{i=1}^{N} R_i - \left(\sum_{i=1}^{N} R_i \right) / \left(\sum_{i=1}^{N} \ln \left(-\ln \left(\frac{1}{N} \sum_{i=1}^{N} p_i \right)\right)\right)}{\left(\sum_{i=1}^{N} R_i \right) / \left(\sum_{i=1}^{N} \ln \left(-\ln \left(\frac{1}{N} \sum_{i=1}^{N} p_i \right)\right)\right)}
\]

Where, \( p_i = m(N + 1) \) and \( \ln \left(-\ln \left(\frac{1}{N} \sum_{i=1}^{N} p_i \right)\right) \) defines the cumulative probability of non-exceed for each \( R_i \). Here, \( m \) is the rank assigned to each of the data points arranged in ascending order (rank 1 is assigned to the smallest value and \( N \) to the largest value).

**Probability weighted moments**

Probability weighted moment was introduced by Arthur et al. (1979) and Landwehr et al. (1979). This method takes into account the weight moment to determine the parameters computed as (Landwehr et al., 1978; Vishwa, 2013):

\[
\alpha = M_{100} - 0.5772157 \beta, \quad \beta = \left( M_{100} - 2M_{101} \right) / \ln 2
\]

Where,

\[
M_{100} = \frac{1}{N} \sum_{i=1}^{N} R_i
\]

and

\[
M_{101} = \sum_{i=1}^{N} (N - i) / (N(N - 1))
\]

Where \( R_i \) is the recorded annual cumulative record based on the daily record of \( i \)th year and \( N \) is the sample size.

**Good fit techniques**

In this section, we used good fit technique to check the compatibility of the methods.

**Anderson-Darling test**

Anderson-Darling (AD) test was initiated by Anderson and Darling (1954) as an alternative to statistical tests for detecting sample distributions. AD test is non-directional and can be applied to Normal, Weibull, and other types of distributions (Anderson and Darling, 1954; Heatcote, 2004). It is calculated from the following formula:

\[
A^2 = -N - \left( 1 / N \right) \sum_{i=1}^{N} \left( (2i - 1) \ln \left( z_i \right) + (2N + 1 - 2i) \ln(1 - z_i) \right)
\]

For a given sample of \( N \) values, \( z_i = F(R_i) \) for \( i = 1, 2, 3, \ldots, N \) and \( R_1 < R_2 < \cdots < R_N \).

**Kolmogorov-Smirnoff test**

Kolmogorov-Smirnoff (KS) test was first introduced by Kolmogorov (1933, 1941) and Mezbahur et al. (2006) as a test of the distance or deviation of empirical distributions from a postulated theoretical distribution. KS test for a given theoretical cumulative distribution is defined by:

\[
KS = \max_{i=1}^{N} \left( F_c(R_i) - F_D(R_i) \right)
\]

Where, \( F_c(R_i) = (i - 0.35) / N \) the empirical cumulative distribution function (CDF) of is \( R_i \), \( F_D(R_i) \) is the computed CDF of \( R_i \). Here, \( i \) is the rank assigned to each data point arranged in ascending order (Kolmogorov et al., 1933) (rank 1 is assigned to the smallest value and \( N \) to the largest value).

**Diagnostic test**

D-index statistics is defined by (United States Water Resources
**Table 1. Simulation result of the four methods and four good fit techniques.**

<table>
<thead>
<tr>
<th>Site</th>
<th>Good fit test: Chi-square</th>
<th>Good fit test: D-index</th>
<th>Good of fit test: KS</th>
<th>Good fit test: Anderson-Darling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MOM</td>
<td>MLM</td>
<td>MLS</td>
<td>PWM</td>
</tr>
<tr>
<td>Koutiala</td>
<td>3.6194</td>
<td>1.7325</td>
<td>1.7345</td>
<td>4.4661</td>
</tr>
<tr>
<td>Mopti</td>
<td>4.5054</td>
<td>2.6747</td>
<td>2.0937</td>
<td>8.8888</td>
</tr>
<tr>
<td>Hombori</td>
<td>3.75</td>
<td>0.21463</td>
<td>1.3534</td>
<td>5.4947</td>
</tr>
<tr>
<td>Kayes</td>
<td>4.5353</td>
<td>92.624</td>
<td>0.54723</td>
<td>14.471</td>
</tr>
</tbody>
</table>

**Council, 1981):**

\[
D - index = \frac{1}{R} \sum_{i=1}^{6} |R_i - R^*| \]

Where, \( R \), \( R_i \) and \( R^* \) are the average precipitation, the \( i \)th highest recorded and estimated annual cumulated records, respectively. The D-index test essentially gives weightage to the upper most six data points rather than the data points at lower levels. The least value D-index is considered as the best method.

**Chi-square test**

This distribution was introduced by the German statistician Friedrich Robert Helmert in 1876. He used distribution of the sample variance using the following formula.

\[
\chi^2 = \sum_{i=1}^{N} \left( \frac{R_i - R^*}{R^*} \right)^2 \]

Where, \( R_i \), i, N, \( R^* \) are the year recorded data, year, total year and the expected rain recorded, respectively.

**Simulation results**

After computing the value of \( \alpha \) and \( \beta \) for MOM, MLM, MLS and PWM, we estimated each method using good fit technique, the result of the simulation is presented in Table 1.

From Table 1, Anderson-Darling technique in general provided small values for all the methods then the other good fit test techniques. It may be noted that the good fit test technique of Anderson-Darling is suitable for the four methods: MOM, MLM, MLS and PWM, when compared with the other values given by Chi-square, D-index and Kolmogoro-Sminov test. Anderson-Darling good fit test for all the sites precipitation analysis is suggested. To improve the efficiency of the modeling, we proposed to use the return period and the standard error.

**Return period**

Estimation of rainfall for a desired return period is a prerequisite for planning, which can be achieved by probabilistic approach involving fitting of probability distributions to the recorded data which can be done using the return period and the standard error. The return period is defined by Bedient and Huber (1948) as an annual maximum event that has a return period (or recurrence interval) of T years. The return period and the standard error are computed by the following formulas using the parameters \( \alpha, \beta \) from Table 1 to compute the return period.

\[
R_T = \alpha + Y_T \beta, SE = \frac{\beta}{\sqrt{N}} \left( 1.1589 + 0.1919Y_T + 1.1Y_T^2 \right)^{0.5} \]

Where, \( Y_T = -Ln(-Ln(1 - (1/T))) \) and T is the year (period). For the test, we used the lower and upper confidence limits (LCL and UCL) of the estimated rainfall \( (R_T) \) at 95% significance level for each return period (T) represented by:

\[
LCL = R_T - 1.96(SE), UCL = R_T + 1.96(SE) \]

**RESULTS AND DISCUSSION**

In order to make the final selected method for each site, we used the Anderson good fit test technique to compute the standard error and the return period, then we introduced the ratio of the standard error to return period for the period; the result of the simulation is presented in Table 2 as estimated in percent.

From Table 2, the minimum ratio (in bold) are

<table>
<thead>
<tr>
<th>Site/method</th>
<th>MLM</th>
<th>MLS</th>
<th>PWM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koutiala</td>
<td>Min</td>
<td>2.79</td>
<td>2.78</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>7.99</td>
<td>8.5</td>
</tr>
<tr>
<td>Mopti</td>
<td>Min</td>
<td>3.07</td>
<td>3.44</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>8.35</td>
<td>8.75</td>
</tr>
<tr>
<td>Hombori</td>
<td>Min</td>
<td>7.82</td>
<td>4.84</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>26.03</td>
<td>10.01</td>
</tr>
<tr>
<td>Kayes</td>
<td>Min</td>
<td>0.47</td>
<td>3.24</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>2.5</td>
<td>8.57</td>
</tr>
</tbody>
</table>
1.27, 1.74, 2.64 and 0.47 for Koutiala, Mopti Hombori (PWM method) and Kayes (MLM method), respectively. So, it may be noted that the percentage of variation of estimate precipitation between the upper and lower limit will be more suitable for small value of the ratio. Finally, the method PWM is considered for modeling the sites of Mopti, Koutiala, and Hombori using PWM and MLM for Kayes (Figure 3, 4, 5 and 6). The plotting of the return period is presented by Figures 3, 4, 5 and 6. The recorded and the estimated precipitation are also represented.

Figures 3, 4, 5 and 6 represent the plotting of the recorded and estimated precipitation using Gumbel Weibull distribution function for the sites of Mopti (Figure 3), Koutiala (Figure 4) and Hombori (Figure 6) using PWM and Kayes (Figure 5 using MLM), with confidence
The plot showed that the percentages of variations on trends in annual precipitation are strictly inside the confidence limits at 95% (between the UCL and UCL). We can conclude that the selected good fit technique (Anderson-Darling) and methods (PWM, MLM) for predicting are the best estimation.

**CONCLUSION**

Predicting and forecasting rainfall is very important in risk assessment and decision making. Any change in precipitation affects socio-economic developments and human livelihood. To reduce the risk, a prediction tool is necessary to improve the regional climate modeling.
Based on the limitation of the frequency analysis (Figures 1 and 2) due to the complexity of rainfall analysis, we proposed Gumbel-Weibull probability function through the four methods of parameters computation (MLM, MLS, PWM and MOM). The four good fit tests are also used to estimate the efficient method. The results of the good test show the efficiency of Anderson-Darling techniques as compared to the Komorov-smirnov, D-Index and Chi-square proposed techniques. The results of the minimum ratio show the efficiency of PWM method for Koutial, Mopti and Hombori and MLM for Kayes precipitation modeling and predicting. The plotting results of the estimated and the recorded precipitation, show the efficiency of the selected method and test technique (Figures 3, 4, 5 and 6).
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