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In engineering, especially in Surveying Engineering, network adjustment is made to find out the definite 
values of the unknows and the measurements. Generally Least Square method is used for vertical 
network adjustment. By using Linear Goal Programming method, as opposed to the Least Squares 
method used in network adjustment, similar results are reached. By this study, Linear Goal 
Programming method, proposed as an alternative method to Least Squares  method for network 
adjustment, is explained with an example, and results are compared. Results, found by using these two 
methods, are close to each other. It is shown that Linear Goal Programming methods can be used in 
vertical network adjustment. 
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INTRODUCTION 
 
The aim of the network adjustment is to find out the 
optimum values of the unknows and the measurements, 
performed much more than needed. The sensitiveness 
and reliance of the surveys, certain values and their 
functions are set. In other words, the statistical analysis 
of mathematical model which is used is made. During the 
network adjustment, measurements are accepted as 
normally distributed. To perform this aim least squares 
(LS) method of Gauss is applied. This method is widely 
used in Surveying Engineering. The sensitiveness of the 
adjustment values which are obtained by the end of this 
method is more than the sensitiveness of the 
measurements.  

The application of an alternative method proposed in 
network adjustment, of goal programming (GP) is set up 
by Charnes and Cooper (1955, 1961). GP is widely 
spread out by Iijiri (1965), Lee (1972) and Ignizio (1976). 
Nowadays, GP is one of the most important methods of 
Multi-Criteria Optimization methods. Main idea in GP is to 
determine targets for each constraint  (Steuer, 1986). 

Main idea in GP is to find solutions for one or more goal 
functions of predetermined  targets.  GP  is  a  method  of 
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searching to find out the ways of reaching the target 
values according to priority and weight predetermined for 
every purpose by the goals of decision maker’s.  The 
decision maker’s decide which of goals are premtitive 
(Deb, 2004; Levin et al., 1982).  

If goal and absolute constraints and goal functions are 
linear, there is a Linear Goal Programming model. Linear 
goal programming (LGP) is easly solved by the 
reconstruction of  Simplex Method (Alp, 2008). 

To see the application in Surveying Engineering by the 
application of LGP similar results, which are observed in 
LS method, are observed. This shows that LGP may be 
used as an alternative method in Surveying Engineering. 

There have been a number of works on LS. Samples 
are: Estimating Regional Deformation (Dong et al., 1998), 
Smooting and Differentiation (Steinier et al.,1972) and 
Global Positioning (Adhikary, 2003). 

There have been a number of works on LGP as LS. 
Samples are: Tranportation (Ahern and Anandarajah, 
2007), Planning of Energy (Linares and Romero, 2002), 
Planning of Medical Services (Giokas, 2002), Ferland 
(2001), Project Selection (Lee and Kim, 2000), Portfolio 
Selection (Cooper et al., 1997), Aouni et al. (2005), 
Financial Management (Lin and O’Leary, 1993), Planning 
of Investment (Hajidimitriou and Georgiou, 2002), 
Agricultural Planning  (Aromolaran  and  Olayemi,  1999). 



 

 
 
 
 
NETWORK ADJUSTMENT ACCORDING TO LEAST 
SQUARE 
 
Mathematical model in network adjustment is formed of 
two constituents. One of them is called functional model 
and the other is called stochastic model (Teunissen, 
1999). These constituents form the base of balance 
account. These models are formed before the 
adjustment. 

After the adjustment we can say that exact values, 
determined by condition: 
 
�[ ] min . (1)Pvv =                                                             (1)        
 
are the best values. 
 
In geodesy science, accepting, ikh  values as elevation 

differences between two points and iH  values as 
adjusted values in a levelleng net, correction equations 
that give functional relation between measured elevation 
differences and elevations, are as follows: 
 
�

ik ik k ih v H H+ = −                                       (2) 
 

ikv  values are used as correction amounts for levelling 
observations. By using the above equation, functional 
model, that gives relation between observations and 
unkowns, is as follows: 
 
�

ik i k ikv dh dh l= − + −                                       (3) 
 

ikl−  values are constant terms in above equation. These 
constant terms are calculated as follows: 
 
�

ik k i ikl H H h− = − −� �

                                      (4) 
 

kH  and 
iH  values are approximate elevations of the 

points. 
 
Preccision of the elevation differences are reverse 
proportioned with square root of levelling distances. 
According to this, we can describe the stochastic model 
using levelling distances ikP  as follows: 
 
� 1

ik
ik

P
S

=
                           (5) 

 
Normal equations can be formed using Equations (3) and 
(5). 
 
� 0 (6)T TA PA X A Pl− =                           (6) 
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In this equation, A: coefficient matrix of unknowns, X : 
vector of unknowns, L : vector of constant terms 
(Teunissen, 1999; Dong et al., 1998). 
 
Equation (6) is used for the solution of normal equations 
using moderned Gauss algorithm: 
 
� 1( ) (7)T TX A PA A Pl−=                           (7) 
 
Thus,  Equation (7) is used to calculate adjusted 
elevations of unknown points: 
 
�

i i iH H dh= +�

                                       (8) 
 
Corrections for the measured elevation differences are 
calculated as follows: 
 
�

ik i k ikv dh dh l= − + −                           (9)  
 
As a result, adjustment values of the elevation 
differences ar calculated as follows: 
 
�

ik ik ikh h v= +                         (10)
  
 
By comparing these values with differences between the 
adjusted elevation values, the adjusted values of 
elevation differences are calculated as follows: 
 
�

ik k ih H H= +                          (11) 
 
Equations (10) and (11) must give the same result (Peng 
et al., 2006).    
 
 
LINEAR GOAL PROGRAMMING MODEL 
 
In solution of LGP models, performed to minimize the 
deviation of determined target according to priority and 
weight coefficients defined by decision maker’s are 
carried. 

Goal programming method is not only a technique to 
minimize the sum of all deviations, but also a technique 
to minimize priorty deviations as much as possible  (Alp, 
2008). 

The general form of a multi objective programming is 
as follows: 
 
 
�

1 2 3( , , ,..., ) (12)T
nx x x x x=                         (12) 

 
�max/ min ( ) 1, 2,..., (13)tf x t s=             (13) 
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�

( ) 1,2,..., (14)i ig x b i m

≤� �
� �= =� �
� �≥� �           (14) 

 
xT: Vector of decision variables, bi: the right side value 
belonging to the i’nd constraint  s: Count of goal 
functions, m: Count of absolute constraints. 
 
As seen in Equation (14) the absolute constraints, ( )ig x , 

the right side belonging to these constraints ib  can be 
less equal, equal or more equal (Ignizio, 1985). 

Decision variables (also known as control or structural 
variables) are those problem variables over which one 
can exercise some control. In mathematical 
programming, an objective is a function that we seek to 
optimite, via changes in the decisin variables (Ignizio, 
1985).  

For each goal function desired target value is to be 
determined in order to solve a multi objective 
mathematical model by a goal programming. The target 
value for each function is shown as Gt 
Goal constraints are obtained by equalizing every goal 
function to target values. The inequalizations of the goal 
constraints observed are transferred to equalizations by 
adding derivation variables to the left side of them. 

The difference between the realized values and the 
target values is assigned to deviation variables. 
( , )i in p shows if the values of deviation variables by the 
solution attain the target values.Deviation variables show 
the distance of deviation from the target if not attained 
(Lee, 1973). 

The mathematical formulation of goal programming 
model is as follows: 
 
�
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        (15) 
 
“r”, variable in goal function is used in determining the 
related significance of deviation variables. If “r” is 1 
related significance of all deviation variables are equal to 
each other. If “r” value increases, related significance of 
higher   deviation  variables   increase,   too.  0i in p× =   

 
 
 
 
fixed constraint shows that tn  or tp  or both are zero. 

Before writing the mathematical formulation of the goal 
programming containing the priority and weight 
coefficients, the priority level is to be explained. Priority 
level is to determine in which order the targets are to be 
minimized. The significance levels of priority decreasing 
from left to right is explained as follows: 
 
�

1 2 ... (16)kP P P>>> >>> >>>                        (16) 
 

1j jP P +>>>  for j∀ , Pj level  is prior to Pj+1. No values of  

“w” can maintain 1j jw P P+⋅ >  

By getting “r” in Equation (15) as 1 and using the 
priority levels the mathematical formulation of goal 
programming model is as follows (Alp, 2008): 
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( , ), ( 1,2,..., )iw n p i k= are the linear functions of 

deviation variables. 
 
If all the functions of the general goal programming model 
are linear there is a linear goal programming. 
 
 
APPLICATION 
 
Problem  
 
The surveys made in levelling network to determine the 
height of the points of the earth is given in Table 1 and 
appoximate elevations is given in   Table 2. 

A software developed by Yavuz (2002) is used to solve 
the problem according to LS adjustment and WinQSB is 
used to solve the problem according to LGP.  
 
 
Using the least square in network adjustment 
 
In Table 3, the given correction equations listed have 
been formed by using the data in Table 1. 
 
 
Using the linear goal programming in network 
adjustment 
 
The aim of network adjustment is to find out the  optimum  
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Table 1. Level differences (*Fixed level differences). 
 

 From point To point hik (m) 
1 1 0 6.782 
2 2 1 5.116 
3 2 3 3.553 
4 3 4 2.944 
5 4 0 5.402 
6 2 0 11.907 
7 3 0 8.364 
8* 3 1 1.575 
9* 4 2 6.500 

 
 
 

Table 2. Appoximate elevations (*Fixed elenation). 
 

Point H0
i (m) 

0* 40.000 
1 46.780 
2 51.900 
3 48.360 
4 45.400 

 
 
 

Table 3. Correction equations. 
 

 vij  -lij 
1 v1,0 +d0-d1 +H0

0-H0
1- h1,0 

2 v2,1 +d1-d2 +H0
1-H0

2- h2,1 
3 v2,3 +d3-d2 +H0

3-H0
2- h2,3 

4 v3,4 +d4-d3 +H0
4-H0

3- h3,4 
5 v4,0 +d0-d4 +H0

0-H0
4- h4,0 

6 v2,0 +d0-d2 +H0
0-H0

2- h2,0 
7 v3,0 +d0-d3 +H0

0-H0
3- h3,0 

 

Vij : Corrections, dij : corrections unknows, Hi
0
 : appoximate elevations, hij : 

elevation differences. 
 
 
 
values by distributing the corrections of the 
measurements in a proper way. To implement this aim 
generally LS method is used. 

In this study network adjustment is made by using both 
LS and LGP methods. The height values of 5 points in 
the network are accepted as decision variables (Xi) in 
network adjustment by LGP. By LGP model, values of 
decision variables, in other words adjusted height values 
of points in network, are obtained. 

7 level differences surveyed between two points (hij) in 
network are accepted as goal values (Gi).The level 
differences between the two surveyed points are 
equalized to an measured level difference accepted as 
the goal value. In the survey; the error values appearing 
are   accepted   as  deviation  variables  ( , )t tn p ,  7  goal 

constraints are obtained by adding the deviation variables 
to the equalities and 2 absolute constraints are given. 

The height of the zero point is accepted fixed and the 
result is transferred as absolute constraint.  
 
�

0 40,000 (17)x =                          (17) 
 
The goal constraints are shown in Table 4 and absolute 
constraints are shown in Table 5. 

The goal function in mathematical model is arranged as 
below: 
 
� 7

1

( ) (18)i i
i

Min n p
=

−�
                                     (18) 
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Table 4. Goal constraint. 
 

 Points Goal constraint 

1 (1-0) 0 1 1 1 6.782x x n p− + − =  

2 (2-1) 1 2 2 2 5.116x x n p− + − =  

3 (2-3) 3 2 3 3 3.553x x n p− + − =  

4 (3-4) 4 3 4 4 2.944x x n p− + − =  

5 (4-0) 0 4 5 5 5.402x x n p− + − =  

6 (2-0) 0 2 6 6 11.907x x n p− + − =  

7 (3-0) 0 3 7 7 8.364x x n p− + − =  

 
 
 

Table 5. Absolute constraint. 
 

 Points Absolute constraint 

1 (3-1) 1 3 1.575x x− =  

2 (4-2) 2 4 6.500x x− =  

3 0 0 40.500x =  

 
 
 
Table 6. Levelling adjustment with LS and LGP. 
 

Point Approximate H0 (m) 
LS LGP Differences 

Corrections 
Adjusted 

Corrections 
Adjusted LS-LGP 

HE (m) HD (m) m mm 
0 6.782 -0.001 6.783 -0.007 6.789 -0.006 -6 
1 5.116 -0.008 5.124 0.003 5.113 0.011 11 
2 51.9 -0.007 51.907 -0.002 51.902 0.005 5 
3 48.36 0.002 48.358 -0.004 48.364 -0.006 -6 
4 3.553 0.004 3.549 0.015 3.538 0.011 11 

 

0H  : approximate heights of the points, EH  : adjusted heights of the points with LS, DH  : adjusted heights of the points with LGP. 

 
 
 
If the goal function is to be written in detail: 
 

1 1 2 2 3 3 4 4 5 5 6 6 7 7[ ]Min n p n p n p n p n p n p n p+ + + + + + + + + + + + +  
 
Compare of between linear goal programming and 
least square  
 
Taking the height of point (0) fixed, by the help of the 
measured heights of 5 points, adjusted heights are 
obtained in both methods. The conclusions obtained in 
both methods are given in Table 6. 

Corrections, related to measured level differences, 
received by both  methods,  have  been  obtained  in  mm 
sensitivitivity. Level differences for both methods are 

obtained by adding the  correction amount to the levelling 
measurements. 

For both methods; comparing level differences between 
7 different measured points and adjusted heights of the 
points, the result control of the adjustment in both 
methods is done. 
 
 
Conclusion 
 
The functional and the stochastic models of the 
adjustment which are used are appropiate according to 
LS approach. 

Close values to the values obtained by LS  method a re  
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Table 7. Compare of between LS and LGP results. 
 

 
Level differences 

H0 (m) 

LS LGP Differences 

Corrections 
Adjusted 

Corrections 
Adjusted LS-LGP 

HE (m) HD (m) m mm 
(1-0) 6.782 -0.001 6.783 -0.007 6.789 -0.006 -6 
(2-1) 5.116 -0.008 5.124 0.003 5.113 0.011 11 
(2-3) 3.553 0.004 3.549 0.015 3.538 0.011 11 
(3-4) 2.944 -0.007 2.951 -0.019 2.963 -0.012 -12 
(4-0) 5.402 -0.005 5.407 0.001 5.401 0.006 6 
(2-0) 11.907 0 11.907 0.005 11.902 0.005 5 
(3-0) 8.364 0.006 8.358 0 8.364 -0.006 -6 

 
 
 
received by using LGP method which is a minimizing of 
deviation of the targets whose aims are determined. The 
highest difference between results of two methods is 12 
mm. In LGP method, different from LS method (Table 7), 
without using the approximate height values of the points, 
but using only the level differences between two points, 
the height of the points are calculated close to the height 
values obtained according to LS. 
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