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The bolus tracking data are quantified by perfusion and summary parameters when the tissue 
concentration-time curve and arterial input function vary with the infusion rate injection condition 
and patient physiology. A new approach based on the Monte Carlo simulation method was used to 
assess the errors introduced in perfusion summary parameters quantification by difference in 
injection profiles. The flexibility of the Monte Carlo method allows the employment of the random 
function for the assessment of arbitrary injection conditions. The results obtained indicate that, the 
value of each summary parameter investigated is dependent upon both the style and the width of 
the infusion rate injection profile. As a result, tissue or patient types could easily be incorrectly 
classified by perfusion and summary parameters. The variations in the patient infusion rate 
injection profile in the calculations, together with other quantified parameters are presented and 
discussed in detail.  
 
Key words: Bolus tracking data quantification, Magnetic Resonance Imaging (MRI), summary parameters, 
perfusion parameters, infusion rate injection profile, Monte Carlo simulation. 

 
 
INTRODUCTION 
 
In recent years, dynamic contrast enhancement (DCE) 
MRI has been increasingly used for the measurement of 
perfusion parameters such as cerebral perfusion (CBF), 
cerebral blood volume (CBV), and mean transit time 
(MTT) (Lee et al., 2005; Bahuguna and Petwal, 2010; 
Ostergaard et al., 1998). 

There are two common methods for the quantification 
of DCE data (Perthen et al., 2002). The first requires 
measurement of the arterial input function (AIF) in order 
to execute the deconvolution because the concentration 
of the contrast agent Ct(t) within a region of interest 
(ROI)) is obtained as the following convolution (Alonzi et 
al., 2010; Zhao et al., 2008). 
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where Ca(t) is AIF, that is, the concentration of tracer 
entering the ROI, and R(t) is the residue function, which 
describes the fraction of contrast agent remaining in the 
ROI at time t following the infusion rate injection of an 
ideal bolus (Dirac-shaped or impulse function) at time 0. 
CBF is cerebral blood flow, ρ� is the density of the brain 
tissue, and kII accounts for the difference between the 
hematocrit in the capillaries and large vessels. The 
physiological parameters CBF, CBV, and MTT are 
estimated by this method through a time-consuming 
deconvolution process. Other researchers use summary 
parameters calculated directly from the Ct(t) curve (for 
example, time to peak (TTP) and maximum peak 
concentration (MPC), etc) (Zhao et al., 2008; Li et al.,  
2005; Czosnyka et al., 2004). This method is fast and 
straightforward and does not require the measurement of 
AIF.  

According to Equation 1, the concentration curve 
measured within the tissue depends not only on the CBF 
within that area, but  also upon the particular AIF and R(t) 
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of the region. Variations of the infusion rate injection 
profile and patient physiology produces different AIFs. 
Also, R(t) may also vary between patients as well as 
regionally within the brain (Kim and Kim, 2005; Bihan, 
1995). When administering an intravenous infusion rate 
injection of a contrast agent to a patient, the form of the 
resulting bolus is very important. The hope is that the 
infusion rate injection will result in a short and sharp 
bolus. The ideal case would be a Dirac-shaped or 
impulse function, so the tissue response can be used as 
an impulse response (Bihan, 1995). In practice, this ideal 
case is difficult to approach. Therefore, the injection 
profiles variations can have an effect on bolus tracking 
data quantification.  In this work, statistical simulations 
are described in order to study the errors introduced in 
bolus tracking data and perfusion summary parameters 
quantification by differences in injection profiles using a 
new Monte Carlo simulation method. Percentage 
difference infusion rate injections due to impulse function 
are determined for summary parameters by simulation. A 
three-compartment model is used (Yahaghi et al., 2006; 
Fournier, 1998; Law and Kelton, 1991), and the summary 
and perfusion parameters are calculated either by a new 
method based on Monte Carlo simulation and solving the 
compartmental equations (Yahaghi et al., 2006; Taheri et 
al., 2011). Nevertheless, the compartmental equations 
are solved analytically for gamma and impulse input 
functions, and it is shown that the same results are 
generated by Monte Carlo simulation. For more 
complicated inputs, Monte Carlo simulation is used where 
using the analytical method is too complex to be 
implemented.  
 
 
MATERIALS AND METHODS 
 
The compartmental model 
 
The Tofts and Kermode’s compartmental model (TKM) (Tofts and 
Kermode, 1991) is used for the study of infusion rate injection 
profiles on bolus tracking parameters. TKM consists of four 
compartments: a plasma space, an extracellular space, a drain 
space and a leakage space. The modified TKM consists of three 
compartments: A plasma space, a drain space and a tissue and is 
displayed in Figure 1. It is assumed that the particles of the contrast 
agent remain in the capillary of the tissue and do not diffuse to 
extravascular space. In the model, the plasma space is connected 
to the tissue. The drain space removes the contrast agent from the 
plasma space. A bolus of contrast agent is injected to the plasma at 
time t=0 s. Fast mixing is assumed within the plasma and other 
compartments. According to the mass conservation law, flow from 
plasma to the tissue and the drain space is obtained using the 
mass balance in Equation 2: 
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where Cp(t) is the contrast agent concentration in the plasma space  

 
 
 
 

 
 
Figure 1. The modified compartmental model consisting of 
three compartments: Plasma, tissues and drain space. 

 
 
 
(mM/l), K1 and K2 are constants describing the flow rate per unit 
concentration difference (ml/min), Vp is plasma volume, and Ct(t) is 
the contrast agent concentration in tissue (mM/l). In this simulation, 
patient physiology is supposed to be invariant and only the infusion 
rate injection profile is considered to be variable. So K1 and K2 will 
have the same value in all investigated cases in this study. 

Also, the relationship between the flow and tissue is described by 
Equation 3: 
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where Vt  is the volume of the tissue. These units are according to 
Tofts et al. (1999) finding. By solving Equations 2 and 3, the 
concentrations of the contrast agent in plasma and tissue as a 
function of time can be derived. Note that Equations 1 and 2 are 
similar when R(t) is an exponential function and Cp=(1-Hct)Ca.  

For each of the contrast agent concentration-time curves, the 
more commonly used summary and perfusion parameters can be 
calculated. The expansion formulae of ITP (Integral To Peak), MTT, 
CBF and CBV are as follows in Equation 4 (Perthen et al., 2002; 
Bihan, 1995; Yahaghi et al., 2006) (Figure 2): 
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Normalized first moment; MTT= ∫
T
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to as “MTT” since this measure is commonly used as a quantitative 
approximation to MTT. Two perfusion index CBF=CBV/MTT, and 
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Transfer time from one compartment to other compartments  
 
Crossing of particles from one compartment to the others could be 
considered as a simple weighted summation  of  exponential  decay 



 
 
 
 
 

 
 

Figure 2. Schematic tissue concentration-time curve illustrating 
summary parameters. 
 
 
 
by independent models (Fournier, 1998). The number of particles in 
each compartment follows the exponential function as Equation 5: 
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where i refers to plasma and tissues, λi is the rate constant of each 
compartment, and Ai is the amplitude component. The probability of 
exiting from a compartment and entering to another compartment in 
the time interval dt is shown by Equation 6: 
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and the related distribution function is written as Equation 7: 
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From which the inverted function can be obtained as Equation 8: 
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where i=p,t refers to plasma and tissues, tt is time of transit from 
one compartment to another compartment, λi  is  the  rate constant, 
and ξ is a uniform random variable distributed between (0-1) (Law 
and Kelton, 1991). 
 
 
Implemented methods 
 
Two methods of calculations, Cp(t) and Ct(t) are presented, The 
Monte  Carlo  simulation  and  the  analytical method. For the 
determination of Cp(t) and Ct(t), the following cases are employed: 
For the case (a), the compartmental model with bolus infusion rate  
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injection (impulse function) and gamma-variate input function, and 
for the case (b) the compartmental model with box, trapezoidal and 
random input functions. 

For the first case, the compartmental model is analytically solved 
using MATLAB software due to its feasibility and flexibility. The 
Monte Carlo simulations are used for the second case due to the 
complexity of solving the compartmental equations with box, 
trapezoidal and random inputs, because analytical solution in the 
compartment equations is a complicated task to tackle.  
 
 
Monte Carlo simulation  
  
The Monte Carlo simulation is based on the movements of the 
contrast agent particles between the three compartments. Particles 
enter the plasma compartment at specific times and move to other 
sections according to the rate constant K1 and K2. It must be 
mentioned that K1 and K2 are related to patient physiology and are 
constant. A fraction of the particles stay in the plasma space and 
the rest go to other compartments, but many of the particles will 
return to the plasma space. The ratio of the particles that go out 
from each compartment to the initial particles in the compartment 
must be calculated at an interval of time. For the simulation, the 
coefficients of the particles that have moved to other compartments 
are calculated according to compartmental Equations 2 and 3 by 
Equations 9: 
 

p
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where the coefficients of λp-t-d, λt-p, are used for calculating the 
particles exited from the plasma space and the tissue, respectively 
and t, p and d indices referred to tissue, plasma and drain. 

The particle transfer time from one compartment to another 
compartment is calculated by Equation 8. Besides, the transfer time 
has to be compared with a reference time of particle diffusion which 
is called random walk time. The average time of random walk or 
travel path along one direction is described by Einstein as Equation 
10 (Bihan, 1995):  
 

)(2/2 ADCLt D=∆                                        (10)                          

 
where ADC is the apparent diffusion coefficient (usually given in 
cm2/s or mm2/s) and ∆t is the observation time (s). The ∆t is set to 
40 ms, ADC to 8 × 10-6 cm2/s and LD, the average displacement 
along one direction becomes 9 µm (Bihan, 1995). 

For the simulation, we consider that the particles of the contrast 
agent enter the plasma with a bolus infusion rate injection like 
impulse function, and for the calculation of the contrast agent 
concentration in each compartment, the ratio of Nexited to Ninitial is 
evaluated for each compartment. For the calculation of this ratio, 
the value of λ is found from Equation 9 and for tt from Equation 8. 
Then a random number ξ is generated with a uniform distribution 
between 0 and 1. If the values of tt are between 0 and ∆t, then the 
contrast agent particle will move out to the other compartment, and, 
otherwise, in the case that the tt values are larger than ∆t, the 
particle will stay in this compartment. The particles movements are 
followed and their position and time are registered in each step. 2 
×10-4 trajectories are generated for each dt in the simulation 
(Number of trajectories are related to the statistical error which will 
be explained subsequently). Then the ratios of Nexited to Ninitial are 
calculated in a time interval for each compartment. The concen-
tration of the particles in plasma is calculated by Equation 11: 
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where r(ti) is the input of the plasma and is zero at time t=0-. 
According to this equation, the concentration contrast agent of the 
plasma compartment in a time interval is the sum of the remained 
particles and those which come from the tissue. Likewise, the 
concentration in tissue is obtained as Equation 12: 
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The tissue has no input. Finally, to calculate the statistical error in 
the crossing of the particles, the mean value of the crossing from 
one compartment to another compartment is obtained by Equation 
13: 
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where fi is abundance of each particle, which is 1. In our case, xi is 
the probability of the particle crossing from one compartment and 
can take values of 0 or 1, and n is total particles in a compartment. 
The standard deviation of the crossing from a compartment is 
calculated by Equation 14: 
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and the relative percentage error is found by Equation 15: 
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Finally, different programs in MATLAB environment are executed 
for the implementation of each algorithm. 
 
 
RESULTS  
 
To obtain the results, patient physiology and R(t) of the 
brain are assumed constant and the effect of the infusion 
rate injection profile on the summary parameters are 
investigated. 
 
 
Validity of Monte Carlo simulation using the 
analytical method and Wienmann data 
 
The compartmental model is considered with three 
compartments; the plasma space, the tissue and the 
drain space. A bolus of Gd-DTPA is injected into the 
plasma. Fast mixing is assumed within the plasma and 
other compartments. The analytical method and the 
Monte Carlo simulation are used for calculating Cp(t) and 
Ct(t). The concentration of the contrast agent at  time  t=0-  

 
 
 
 

 
 
Figure 3. The concentrations of the contrast agent in plasma 
are derived by solving the compartmental equations and Monte 
Carlo simulation (solid line) with bolus infusion rate injection as 
the plasma input. Agreement of Monte Carlo results with the 
Weinmann datablack circle) and results of analytical method 
(dashed line) can be observed. 

 
 
 
is zero in all compartments except the plasma space. The 
concentration of the plasma is equal to the dose at initial 
time divided by the volume of plasma. The results of the 
Monte Carlo simulation, the analytical method, and the 
data of Weinmann (Tofts and Kermode, 1991) for the 
plasma space are displayed in Figure 3. 

According to Figure 3, the peak contrast agent 
concentration in the plasma space appears at time zero 
and then decreases exponentially as the time increases. 
As one can see, the results of the Monte Carlo simulation 
and the analytical method agree very well with the 
Weinmann data. The concentration of contrast agent in 
tissue as a function of time is shown in Figure 4. The 
concentration of the contrast agent increases in tissue 
from zero to a maximum value and then decreases slowly 
as the fresh blood enters the plasma and other space, 
washing out the contrast agent from the tissue. The 
relative statistical errors are calculated by Equations 12 
to 14. The value of relative statistical errors depends on 
the number of particles, however the number is more, 
and so the error is lower. The mean values of the relative 
statistical errors for Cp(t) and Ct(t) are obtained as 0.95 
and 0.94%, respectively.  
 
 
Validity of Monte Carlo simulation using analytical 
method for the gamma variate function as input 
 
In this case, an arbitrary gamma variate function is 
considered as the input of the plasma space and the 
occurrence of its peak value is assumed to appear at the 
time t=3 s. The concentration of the contrast  agent  in  all
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Figure 4. The concentration of contrast agent in the tissues 
space versus time with bolus infusion rate injection as the 
plasma input by solving the compartmental equations (solid 
line) and Monte Carlo simulation (dashed line). 

 
 
 

 
(a)                                                                        (b)  

 
Figure 5. (a) The contrast agent concentration of the plasma space versus time are obtained by solving the 
compartmental equations (solid line) and Monte Carlo simulation (dash-dot line); (b) The contrast agent concentration 
of the tissue versus time are obtained by solving the compartmental equations (dashed line) and Monte Carlo 
simulation (dotted line) with gamma variate function as the plasma input. The parts of curves are shown in different 
scale. 

 
 
 
compartments are  zero  at  time  t=0.  The infusion rate 
injection enters the plasma compartment and then 
particles enter other compartments proportional to K1, 
and K2. Figure 5 shows the result of the contrast agent 
concentration   of   plasma   space, Figure 5a and tissue, 
Figure 5b. The plasma and tissue concentration contrast 
agent increases proportional to the infusion rate injection 
function, reaches a peak, and then decreases slowly as 

fresh blood enters the plasma space, washing out the 
contrast agent. The mean values of the relative statistical 
errors of Cp(t) and Ct(t) are 0.24 and 1.22%,  respectively.  
These results are obtained using the Monte Carlo 
simulation method and by solving the compartmental 
equations. The results of the Monte Carlo simulation 
method; Figure 5a and b coincide well with analytical 
results obtained from solving the compartmental equation. 
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Figure 6. A type of used random function as infusion rate 
injection input function. The amplitude of function is random 
and its width is 10 s. 

 
 
 
This shows that the Monte Carlo method is capable of 
generating precise results. Therefore, this method can be 
used for some other complex input functions. 
 
 
Results of Monte Carlo simulation for box, 
trapezoidal and random functions as input 
 
Here, it is assumed that the infusion rate injection 
function has a different style like box, trapezoidal and, 
finally, it is considered as a random function. A profile of 
the random function is shown in Figure 6. The width of all 
three input functions is chosen to be between 1 and 10 s 
in ten successive steps and they are considered as the 
input of the plasma space with different widths. The area 
under these functions or the dose of each infusion rate 
injection is constant and equal, only their widths and 
styles are different.  

The concentration of contrast agent in all compart-
ments is zero at time t=0 for each simulation. The input 
infusion rate injection function enters the plasma 
compartment, and particles of the contrast agent enter 
other compartments proportional to K1 and K2. Also, the 
concentrations of the contrast agent are obtained over 
time in the plasma and the tissue by the Monte Carlo 
simulation. The widths of functions are taken between 1 
and 10. For each of the resulting simulated contrast 
agent concentration-time curves, the more commonly 
used summary and perfusion parameters are calculated. 
The summary parameters are calculated for the simu-
lated curves and the variations of summary parameters 
with respect to the infusion rate injection width are also 
investigated for box, trapezoidal and random function. In 
Figure 7, we show the summary parameters variation as 
a function of the infusion rate injection width for some of 
the results. 

The error bars shown in Figure 7 are the maximum 
values of the relative statistical errors which are negligible 
on some curves like the MPC of plasma  such  as  Figure  

 
 
 
 
7a. The simulation results show that MPC and ITP 
depend on the style of infusion rate injection like Figure 
7a and b, but the summary and perfusion parameters are 
almost independent of styles of infusion rate injection 
such as TTP, full width at half maximum (FWHM) of 
plasma, FWHM of tissue and MTT like Figure 7c to f. 

The results of simulation obtained in this work indicate 
that all of the summary parameters vary with the width of 
the infusion rate injection function. The variations of the 
plasma parameters ascend to infusion rate injection width 
such as TTP and FWHM of plasma, Figure 7c and d; 
except for the plasma MPC. Also, the variation of tissue 
parameters is descending as in the case of the ITP and 
FWHM of tissue, Figure 7b and e; except in the tissue 
MPC. The presented results show that the TTP of tissue 
is not only independent to the style of the infusion rate 
injection, but also, it is dependent on the width of infusion 
rate injection. Most of the parameters shown in this work 
are greatly varied over the infusion rate injection width 
range such as the TTP of plasma, the FWHM of tissue 
and MTT. The variation ranges of the summary 
parameters are considerable. For example, in the case of 
the FWHM of plasma; this variation is usually between 
4.5 and 8.7 s for the trapezoidal function as shown in 
Figure 7d. For each parameter, the impulse infusion rate 
injection is considered as an ideal infusion rate injection 
and its variation can be estimated as the most and least 
relative difference percentages with respect to the 
impulse function. The maximum and the minimum of the 
relative difference percentages of summary and perfusion 
are shown in Table 1. The relative differences for TTP 
and ITP of plasma are not calculated in the case of the 
impulse function because of being divided by zero error. 
The relative differences for some of the parameters are 
highly dependent on the width and style of the infusion 
rate injection function (Table 1). For example, the MPC of 
the plasma relative differences are between 22.7and 
43.8% for the box functions and between 15.17 and 
30.7% for the trapezoidal functions. The MTT has the 
lowest percentage variation over the infusion rate 
injection range, having a percentage variation of between 
0.115 and 8.24% for random function.  
 
 
DISCUSSION 
 
This work studies effect of infusion rate injection profiles 
on bolus tracking parameters by Monte Carlo simulation. 
In all cases, it is assumed that the contrast agent 
concentration is zero throughout the each compartments 
at time t = 0 and the contrast agent as infusion rate 
injection enters the plasma at x = 0. The contrast agent 
moves through the plasma with time and enters the other 
compartments depending on the assumed flow rate of 
each compartment.  

The compartmental model is analytically solved
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Figure 7. Variations of the summary and perfusion parameters of plasma and tissue versus width of infusion rate injection for 
the variations of the infusion rate injection profile (box function (the solid curves), trapezoidal function (the dashed curves) and 
a random function (the dotted curves)): (a) MPC of plasma, (b) ITP of tissue, (c) TTP of plasma, (d) FWHM of plasma, (e) 
FWHM of tissue, and (f) MTT. 

 (a) (b) 

(d) (c) 

(f) (e) 
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Table 1. Variations of the summary and perfusion parameters with the variations of the infusion rate injection profile. 
 

Percentage difference with 
respect to impulse function 

MPC (A.U.) 
(%) TTP (s) (%) FWHM (s) (%) ITP (s) (%) CBV (ml/g) (%) CBF (ml/s/g) (%) MTT (s) (%) 

Box function 
Cp(t) 22.7-43.8 - 0.5-119 - 

1.4-9.2 2.24-16.4 0.77-8.67 
Ct(t) 21.1-23.1 0 1.4-17.2 14.8-31.7 

         

Trapezoidal 
function 

Cp(t) 5.17-30.7 - 11.9-116.6 - 
0.46-8.49 0.29-5.6 0.7-0.5 

Ct(t) 0.28-12.2 0 0.74-16.4 0.07-12.7 
         

Random function 
Cp(t) 43.6-.66.1 - 4.7-114.2 - 

0.21-10.1 0.71-17.1 0.51-8.46 
Ct(t) 41.8-52.6 0 1.1-16.8 33.6-59.8 

 
 
 
and the Monte Carlo simulations are used for 
solving the compartmental equations with box, 
trapezoidal and random inputs, because analytical 
solution in the compartment equations is a 
complicated task to tackle (Yahaghi et al., 2006).  

Then the summary parameters are calculated 
for the simulated curves and the variations of 
summary parameters with respect to the infusion 
rate injection width are also investigated for box, 
trapezoidal and random function. The results is 
shown that for small width of infusion rate 
injection, MTT, CBF and CBV have a negligible 
percentage of relative variation and can be used 
for the estimation of the abnormalities in the tissue 
with less error. Some of the other summary 
parameters vary significantly with the infusion rate 
injection profile as MPC of plasma and tissue, and 
thus are not suitable in practice for quantification 
of tissue abnormalities. 

The flow rate of each compartment depends on 
several parameters such as the solute diffusivity, 
pore area, the total surface, thickness of 
membrane, an experimental parameter tortuosity, 
partition coefficient, and radius of pore. The 
variations of these parameters can affect the 
concentration of the contrast agent and summary 

parameters. These can be investigated by the 
Monte Carlo simulation (Kim and Kim, 2005; 
Yahaghi et al., 2006). 

The results obtained for many different sets of 
box, trapezoidal and random functions as input 
show that, in general, the referencing of summary 
and perfusion parameters does not eliminate the 
differences caused by variations in the infusion 
rate injection profile. This outcome could not be 
achieved simply in an analytical solution for the 
compartmental model. Nevertheless, this method 
has to be considered further in future studies. 

A disadvantage of the method is its long 
execution time, especially when a large number of 
particles are used for reducing the error. These 
calculations are usually done off-line and thus the 
execution speed is not critical. However, on-line 
determination has its own advantages; therefore, 
fast computing methods such as parallel 
computing may be used (Law and Kelton, 1991). 
 
 
CONCLUSION AND RECOMMENDATION 
  
This work concerns the use of the statistical 
Monte Carlo method which allows one to 

determine the effect of infusion rate injection 
profiles on summary parameters in plasma space 
and tissue by compartmental model. In this 
approach, we are not dealing in solving 
complicated equations, so some new parameters 
can be considered in the models by probability 
density functions, and any arbitrary nonlinear 
functions and infusion rate injection effects can be 
studied. This study shows that all of the summary 
parameters are dependent on the infusion rate 
injection profile, but not in the same order. Ideally, 
parameters that are independent of patient 
infusion rate injection type and width are required, 
but this was not the case for any of those tested in 
these simulations.  

In future studies, the simulation could be used 
to assess the effects of cardiac output and 
vascular structure as a mathematical function on 
perfusion and summary parameters. 

Also, the presented study can be used for 
investigating the effect of extravascular exchange 
of tissue as a compartmental model with a 
different infusion rate injection. The effect of 
contrast agent and tissue parameters such as the 
solute diffusivity, pore area, the total surface, the 
thickness  of   the   membrane,  an experimentally



 
 

 
 
 
 
parameter tortuosity, partition coefficient and radius of 
pore on summary parameters and extravascular contrast 
agent exchange can be investigated by the model without 
solving complicated equations (McCommis et al., 2008; 
Tofts et al., 1999; Kim et al., 2011). 
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