
International Journal of the Physical Sciences Vol. 6(13), pp. 3189–3197, 4 July, 2011 
Available online at http://www.academicjournals.org/IJPS 
DOI: 10.5897/IJPS11.465 
ISSN 1992 - 1950 ©2011 Academic Journals 
 
 
 

Full Length Research Paper 

 

Link establishment and performance evaluation in IEEE 
802.16 wireless mesh networks 

 

Mohammad Siraj1,2* and Kamalrulnizam Abu Bakar2 

 
1
PSATRI/STC Chair, College of Engineering, King Saud University, P.O. Box 800, Riyadh-11421, Saudi Arabia. 

2
Faculty of Computer Science and Information Systems, University Teknologi Malaysia. 

 
Accepted 25 May, 2011 

 

Wireless mesh networks (WMNs) are one of the emerging technologies. Their capability for self-
organization significantly reduces the complexity of network deployment and maintenance, and thus, 
requires minimal upfront investment. These networks consist of simple mesh routers and mesh clients, 
where mesh routers have minimal mobility and form the backbone of WMNs. They provide network 
access for both mesh and conventional clients. IEEE 802.16 standard (www.ieee 802.org/16) is a recent 
standard for broadband wireless access networks, which includes a mesh mode operation for 
distributed channel access of peering nodes. In accordance with the IEEE 802.16 MAC protocol, time is 
partitioned into frames of fixed duration, each one divided into two sub-frames, for control and data 
transmission, respectively. Slots in the control sub-frame are used by nodes to negotiate the schedule 
of transmissions in data sub-frames, and are accessed by means of a collision-free distributed 
procedure, namely the mesh election procedure. In this paper, we have analyzed the performance of the 
mesh election procedure by means of simulations, and identify the system configuration parameters 
that have the most impact on the performance of control message transmission using distributed 
scheduling algorithm. 
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INTRODUCTION 
 
The IEEE 802.16 standard (http://WirelessMan.org/) 
defines the physical and MAC layers for a fixed and 
mobile Broadband wireless network. IEEE 802.16 
operates at 10-66 GHz for Line-Of-Sight (LOS) and 2-11 
GHz for non-LOS. Typically, channel bandwidth is 25 
MHz or 28 MHz, the data transmission rate is up to 134.4 
Mbits/s. An IEEE 802.16 network consists of two types of 
nodes which are base station (BS) and subscriber station 
(SS). The BS serves between the IEEE 802.16 network 
and the external network. The SS acts like a client side 
terminal through which mobile users can access the 
network through air interface. The air interface in the 
license band is WirelessMAN-OFDM. Figure 1 shows the 
architecture of WMN. 

IEEE 802.16 has two transmission nodes, point to 
multipoint (PMP) mode and mesh node. The main 
difference between the PMP mode and the mesh mode is  
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the ability of multihop communication in the mesh mode. 
As shown in Figure 2, while in the mesh mode SSs can 
directly communicate with each other through multihop 
communications, the PMP mode requires each SS to be 
connected to a central BS through single hop communi-
cation. Consequently, the mesh mode enables SSs to 
relay each other’s traffic towards the mesh BS, which 
also connects the SSs to the backhaul network. 
Furthermore, in the mesh mode there are two types of 
TDMA-based packet scheduling mechanisms: centralized 
scheduling and distributed scheduling. In the centralized 
scheduling, the BS assigns the radio resources for all 
SSs within a certain hop range. In other words in 
centralized scheduling, the BS acts like a cluster head 
and determines how the SS’s should be shared in 
different time slots. As all the packets are not required to 
go through the BS, the centralized scheduling is relatively 
simple but setting up is quite complex. This is the reason 
why centralized scheduling is not used for occasional 
traffic needs (http://wirelessman.org) On the other hand, 
in the distributed scheduling, all nodes, including the  BS,
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Figure 1. Wireless mesh network architecture. 
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Figure 2. Networking architecture of IEEE 802.16: PMP mode 

versus mesh mode. 



 
 
 
 
coordinate with each other for accessing the channel. 
During this coordination, all the nodes broadcast their 
schedules, that is, available resources, requests, and 
grants, to all their neighbors within their two-hop 
neighborhood.  

Data sub-frames are allocated on the basis of request 
grant and confirm three-way handshaking among the 
nodes. Mesh systems typically use omnidirectional or 
360° steerable antennas, but can also be co-located 
using sector antennas. At the edge of the coverage area 
of the Mesh network, where only a connection to a single 
point is needed, even highly directional antennas can be 
used. 

In this paper, we have created a simulation model in 
opnet for link establishment. We have also done the 
performance evaluation of the distributed scheduling 
mechanism in IEEE 801.16 WMNs.  
 
 
 PROBLEM DISCUSSION 
 
In IEEE 802.16 wireless mesh networks, no 
communication is allowed if it is not previously scheduled. 
The scheduling mechanisms have been extensively 
studied by researchers for both wired and wireless 
networks. They found that the application of these 
mechanisms for wireless environments is much more 
challenging than the wired ones due to the intrinsic 
characteristics of the medium. A good scheduling 
mechanism should address the channel utilization, end-
to-end delay, throughput, QoS support and fairness. The 
scheduling mechanism is better, the more it utilizes the 
channel.  

The end-to-end delay performance metrics is the 
protocol capabilities of avoiding collision and exploiting 
spatial reuse. It defines the protocol efficiency of channel 
access and achieved fairness. End-to-end delay should 
be as low as possible for the traffic. Throughput is one of 
the most widely used performance metrics. If the 
scheduling algorithms can increase the throughput they 
are considered better. The scheduling schemes are 
considered as part of the MAC layer protocols. They 
should be able to understand the QoS preferences of the 
upper layers flows, ensuring their specific requirements, 
such as throughput, packet loss ratio, packet delay and 
jitter requirements.  

Fairness is a good quality of any scheduling 
mechanism. Fairness property grants access to every 
user in accordance to previously established rules. Traffic 
flows, with the same QoS level, should have an equal 
chance to use the wireless medium, but due to highly 
loaded situations, internal scheduling polices may lead to 
unfairness. This is not undesirable and should be avoided 
as much as possible. Cao et al. (2006) showed that hard 
fairness approach undermines the possible network 
capacity. Hard fairness approach is the scheduling of the 
node even if it is not transmitting. 
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RELATED WORK  
 
Scheduling is defined as the allocation of limited 
resources to tasks over time (Attanasio et al., 2006). 
Scheduling is one of the most important components of 
an 802.16 mesh network, severely affecting the overall 
performance of the system. Scheduling problem for 
802.16 is defined as a sequence of time slots, where 
each possible transmission is assigned a time slot such 
that the transmissions on the same slot are collision free 
while the QoS requirements are fulfilled efficiently and the 
total time to calculate the schedule is minimized. In this 
paper, we have focused on distributed scheduling. 

Research in distributed scheduling can be broadly 
classified into two groups. They are (a) election algorithm 
based policies (b) Reservation based distributed 
scheduling (RBDS) policies. 

The performance of the election algorithm has been 
evaluated theoretically as well as by simulation (Cao et 
al., 2007; Cicconetti et al., 2007). The performance 
enhancement was tried by dynamically adjusting 
algorithm parameters (Bayer et al., 2007; Kim et al., 
2008; Wang et al., 2008; Zhu et al., 2008). (Hu et al., 
2008; Zhang et al., 2006, 2007) have proposed QoS 
differentiation scheme based on the adjusted election 
algorithm parameters. An OPNET based simulation 
model WiMAX-RBDS-Sim for IEEE 802.16 was proposed 
by Vejarno and Mcnair (2010). They then evaluated it in 
terms of speed and performance with an increase in 
number of nodes. (Cicconetti et al., 2007) developed an 
open source simulation tool in NS2 for IEEE 802.16 PMP 
support to simulate multi-channel WMN’s. A detailed 
survey on proposed scheduling methods and 
performance evaluation methods was done by Kas et al. 
(2010). Lee and Chen (2009) proposed an enhanced 
election-based transmission timing mechanism to prevent 
the unexpected collisions of MSH-DSCH messages to 
gain better performance on time-sensitive traffic. 

RBDS policies are based on the future data frames so 
that no two interfering links are assigned the same data 
frames. For reduction of scheduling overhead 
reservations for each link are calculated based on the 
statistical characteristics of data traffic (Kuran et al., 
2008). Other RBDS schemes have been proposed by 
(Cheng et al., 2006; Kong et al., 2009; Lin et al., 2008).  
 
 
DISTRIBUTED SCHEDULING MECHANISM 
 
Here, we give a general introduction about IEEE 802.16 
distributed scheduling. The IEEE 802.16 mesh frame 
structure is shown in Figure 3. Every channel is divided 
into series of frames. A mesh frame can be divided into 
control and data sub-frames. The control sub-frame is 
responsible for making control messages for network 
configuration. It also takes cares of process like band-
width allocation and management.  The  data  frames are 
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Figure 3. The IEEE 802.16 mesh frame structure. 

 
 
 
used for data transmission. The data sub-frame is divided 
into minislots. In distributed scheduling, each node 
periodically broadcasts available minislots. The minislots 
are the basic units of resource allocation. 

Distributed scheduling can be classified as coordinated 
and uncoordinated scheduling mechanisms. In co-
ordinated distributed scheduling, all nodes arrange their 
transmissions through a pseudo-random algorithm so 
that their messages do not collide with messages from 
other nodes within their two-hop neighborhood. In 
uncoordinated scheduling, MSH-DSCH (Mesh distributed 
schedule) messages may collide and it is less reliable 
than the coordinated scheduling. There are mainly two 
phases of distributed scheduling: (1) Election based 
transmission timing phase (2) Connection setup with 
neighbors (three-way handshaking) 
 
 
Election based transmission timing (EBTT) phase 
 
This is a distributed algorithm which is used to manage 
the control slots’ allocation or we can say it is 
transmission timing of broadcast messages to competing 
nodes in a collision-free manner in two-hop neighborhood 
(optionally, 3-hop neighborhood). EBTT is used for the 
transmission time calculation in coordinated distributed 
scheduling for the MSH-NCFG (Mesh Network 
Configuration) and MSH-DSCH messages. MSH-NCFG 
messages are scheduled in the network control sub 
frame and MSH-DSCH messages in the schedule control 
sub frame. In coordinated distributed scheduling the 
MSH-DSCH messages are scheduled in a free manner, 
there are no collisions. Every node calculates its Next 

Xmt_Time (eligibility interval for transmission) during the 
current transmission time according the distributed 
election algorithm. In this algorithm one node sets the 
first transmission slot just after the Xmt_Holdoff_Time 
(holdoff time of the node) as the temporary next 
transmission opportunity. In this instant this node shall 
compete with all the competing nodes in the two-hop 
neighborhood (this node is called Node A).  

There are different types of competing nodes: 
 
(1) Next Xmt_Time includes the temporary transmission 
slot (Node B). 
(2) Earliest subsequence Xmt_Time (equal to 
Next_Xmt_Time + Xmt_Holdoff_Time) is ≤ the temporary 
transmission slot (Node C). 
(3) The Next Time is not known (Node D). 
 
Xmt_Holdoff_Time is the number of MSHNCFG/MSH-
DSCH transmits opportunities after Next Xmt_Time (there 
are MSH-CTRL-LEN – 1 opportunity per 
network/schedule control sub frame), that this station is 
not eligible to transmit MSH-NCFG/MSH-DSCH packets. 
 
Xmt_Holdoff_Time = 2

(Xmt_HoldoffExponent+4)                  
(1) 

 
An election is held among this set of nodes for example, 
A, B, C and D as shown in Figure 4. The seed for the 
pseudo-random algorithm selecting one of the eligible 
nodes as the winner of the slot consists of the 
combination of the competed slot ID along with the IDs of 
all competing nodes. Since the seed value is known by all 
nodes, each node will produce the same result, so that 
they can all know who the winner  is  and  predict  others’
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Figure 4. Competing for next transmission slot. 

 
 
 

 
 
Figure 5. Three-way handshaking procedure. 

 
 
 
behavior without explicit message exchange.  

When any node wins, it sets the temporary 
transmission opportunity as its next transmission time 
and logically it shall communicate this information to all 
the neighbors by sending the corresponding packet. For 
example, if node A wins the election, it informs its 
neighbors to prevent collisions, and then the three-way 
handshake procedure gets started. 

In the case where the node has not won, it chooses the 
next transmission opportunity and repeat the algorithm as 
many times as it need to win. 
 
 
Connection setup with neighbors (three-way 
handshaking) 
 
Connection setup is a three-way handshake messaging 
procedure which two nodes perform in order  to negotiate  

upon the data slots prior to exchange data as shown in 
Figure 5. 

Connection setup in distributed scheduling is done in 
three steps: 
 
 
Step 1: Request 
 
Before initiating the message exchange procedure, the 
requester node checks, if the data transmission rate it 
needs is available using all the free slots it has or not. If it 
has enough number of slots itself, it sends a request 
message in the MSH-DSCH packet along with the data 
sub-frame availability to the destination node that it wants 
to send data to or receive data from (destination) node. 
The information in the request message is the link ID, 
number of requested data slots per data frame and 
number of data frames requested. If numbers of slots are
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 Figure 6. Node model. 

 
 
 

not available the requester node quits the connection 
procedure.  
 
 
Step 2: Grant 
 
Upon receiving the request message, the receiver node 
checks the availability of free slots to provide the data 
transmission rate the requester node requires. The 
destination node responds with a grant message 
indicating whether a full or partial request of the requester 
node can be fulfilled. The grant message contains the IDs 
of the available minislots which have been selected for 
transmission. It also contains the listing of the channels of 
the available slots. If the number of matching slots 
matches the data transmission rate needed, then the 
destination node sets the states of these slots as 
receiving otherwise it quits the connection procedure. 
 
 
Step 3: Confirmation 
 
When the requester node receives the grant message, it 
means the framework for distributed scheduling is ready. 
The requester node sends out a confirmation message to 
the receiver node in the form of MSH-DSCH message 
which contains the information of all the slots granted and 
sets the states of the slots as transmitting.  
 
 
LINK ESTABLISHMENT 
 
During   initialization,   every   node   is   assigned   an  ID 

randomly. To communicate among nodes, communi-
cation links have to be established. This is achieved by 
the three-way handshaking procedure as shown in Figure 
4 with the transmission of MSH-DSCH messages in link 
establishment packets. Handshaking is initiated by the 
node with lowest ID. The exponent value determines a 
node eligible interval and the channel contention. In our 
simulations, the set of possible exponent values is {0, 1, 
2, 3 and 4}. 
 
 
SIMULATION MODEL AND PERFORMANCE 
ANALYSIS 
 
We evaluate the performance of our algorithm through 
simulation study. In the simulated wireless mesh network, 
10 mesh nodes are randomly deployed 800 x 800 m

2
. 

OPNET Modeler 16 PL6 was used to build the simulation 
model. All the operations are done by using OPNET 
kernel procedures. Figure 6 shows the node model used. 

The process P acts as a source and sink which 
generates data packets randomly and sends to the input 
queue process (physical neighbor list process). The 
queue Q calculates the set of 1 hop neighbors and 
establishes incoming and outgoing links with all the 1 hop 
neighbors as per the three- way handshaking mechanism 
discussed previously that is, on arrival of MSH-NCFG. It 
updates the physical neighbors and BS lists. It puts data 
packets forwarded by the upper layer in their respective 
queues.  

Once this is done the packets are sent to the 
transmitter module (Tx). The processor calculates the 
minislots  starting  time  of  the  network  according  to the
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Table 1. Simulation parameters. 
 

Parameter Value 

Network scenario Campus network 

Network grid 800 x 800 

Number of nodes 5-10 

Xmt_Holdoff_Exponent (E) 0-4 

Next_Xmt_Mx 2 

Max no. of scheduled minislots per frame 16 

Data packet generation  Exponential 

Xmt_Power 25 mW 

Radius interference 0.5 

Radius_tx 0.5 

 
 
 

 
 
Figure 7. Handshaking time for different exponent value. 

 
 
 
simulation parameters and interrupts the physical 
neighbors list and output queue processes at the start of 
every minislot. It communicates (minislot number, frame 
number, minislot type) to the interrupted process. The 
queue Q1 does the scheduling and configuration of the 
data packets which were not destroyed in the network. 
The radio receiver (Rx) receives all the successfully 
transmitted packets and passes to process P1.  

Table 1 defines the simulation parameters. To find an 
optimum value of exponent E for the three-way 
handshaking time the number of nodes taken were 10, 
25, 50 and 100. The nodes were randomly placed. 
Simulation was done for different value of exponent {0, 1, 
2, 3, and 4}. Figure 7 shows that, with an increase in 
number of nodes and a larger exponent there is an 

increase in Holdoff time resulting in larger connection 
time. From Figure 6, we come to the conclusion that the 
optimum value of exponent is 3. This is the reason we 
have taken the value 3 in our simulation. 

In Figures 8 and 9 we see that for the first 60 s there 
was no throughput. This delay is the time required for link 
establishment between the one hop neighbor’s nodes 
with the three-way handshaking mechanism. 
 
 
CONCLUSION AND FUTURE WORK  
 
In accordance with recent literature, “the solution to the 
scheduling problem may enable the provisioning of 
quality of service at the MAC layer by focusing on  certain
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Figure 8. Handshaking delay. 
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Figure 9. Throughput bits/second. 

 
 
 

performance characteristics”. In this paper, the 
performance of IEEE 802.16 with end to end delay and 
throughput has been evaluated. Here every node 
competes to get channel access and tries to broadcast its 
information periodically. The channel bandwidth is 
dependent on the network topology, number of modes 
and the Xmt_Holdoff_Exponent (E) value. An effort to 
show the effect on handshaking time with different 
Xmt_Holdoff_Exponent value has been done. Going by 
the simulation results, in our opinion an optimum value of 
E is 3. Since the standard is still open for different 

implementations, there are not many results of practical 
measurements. All the results are obtained from 
simulations which are not completely reliable. Therefore, 
it would be interesting to test a real 802.16 mesh 
network. Thus, the practical data rate and the real 
coordination among the nodes would be known. 
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