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The existence of solutions for stochastic differential equations under G-Brownian motion (G-SDEs) of 

the type ],,0[,),(),(),(
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t ∈+〉〈++= ∫∫∫ σθ in the presence of a 

lower solution α  and an upper solution β  in a reverse order )( αβ ≤ is established. By the method of 

upper and lower solutions in the reverse order, it is shown that the G-SDEs have more than one 
solution if the drift coefficients are discontinuous functions. 
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INTRODUCTION 
 
Motivated from the risk measures, superhedging in 
finance and uncertainties in statistics, the G-Brownian 
motion was introduced by Peng (2006). The related 
stochastic calculus in the framework of a sublinear 
expectation (known as G-expectation) is developed 
(Peng, 2006, 2008). He introduced the stochastic 
differential equations driven by G-Brownian motion (G-
SDEs) and established the existence and uniqueness of 
solutions for G-SDEs with Lipschitz continuity condition 
on the coefficients (Peng, 2006, 2008). The G-SDEs with 
integral Lipschitz conditions were studied in Bai and Lin 
(2010) and with global Carathéodory conditions in Ren 
and Hu (2011) and Gao (2009). In contrast to the 
aforementioned, here the existence theory for G-SDEs 
whose drift coefficients are discontinuous functions is 
developed by the method of upper and lower solutions in 
the reverse order. The importance of discontinuous 
functions is not uncommon. For example, the unit step 
function or the Heaviside function RR →:H , defined by,  
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is considered to be a fundamental function in engine-
ering. It mathematically describes the switching process 
of voltage in an electrical circuit and arises in many 
discontinuous ordinary differential equations (Heikkila 
and Lakshmikantham, 1994). The sawtooth function or 
the fractional part function  { }: [0, 1)x R →   is defined by 

 

{ } , ,x x x x R= − ∈    

 

where x    is the floor function (Graham et al., 1994). It 

has discontinuities at integers. The importance of this 
function is apparent from the use of sawtooth waves in 
music and computer graphics. The impressed voltage on 
a circuit could also be represented by the sawtooth 
function (Zill, 2009). 

Furthermore, the method of upper and lower solutions 
is a very beneficial technique for the existence theory of 
boundary value problems (BVPs) for ordinary as well as 
partial differential equations. A vast literature is available 

where the  lower  solution  α   and  upper  solution  β   is  



 
 
 
 

ordered as usual βα ≤  (Agarwal et al., 2003; 

Henderson and Kunkel, 2006; Khan and Faizullah, 2009) 

and in the reverse order αβ ≤  (Cabada and Sanchez, 

1996, Cabada et al., 2001; Cherpion et al., 2001). Also, 
Karatay et al. (2011) and Taiwo and Ogunlaran (2011) 
work on some BVPs. However, a very little work has 
been done on this method in the stochastic differential 
equations. In Faizullah and Piao (2011) we have 
established the mentioned method for backward 
stochastic differential equations driven by G-Brownian 
motion (G-BSDEs). In this paper, we introduce the upper 
and lower solutions method for G-SDEs in the reverse 
order. The following stochastic differential equation under 
G-Brownian motion,  
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is studied. The initial condition  0

nX R∈   is a given 

constant and  0}{ ≥〉〈 ttB   is the quadratic variation 

process of one dimensional (only for simplicity) G-

Brownian motion 0}{ ≥ttB . The drift coefficient  ),( xtb is a 

discontinuous function where ),( xtθ   and  ( , )t xσ   are 

Lipschitz continuous for all
nx R∈ . A process 

);,0(2 n

Gt TMX R∈ satisfying the G-SDE is said to be 

its solution. 
This paper is organized as follows: some basic 

definitions and concepts of the G-expectation are given, 
the method of upper and lower solutions for G-SDEs is 
established, the comparison theorem for G-SDEs is 
determined and the existence theory for G-SDEs with 
discontinuous drift coefficients is introduced. 
 
 

PRELEMINARIES 
 

The book (Peng, 2010) and papers (Denis et al., 2010; 
Peng 2008, 2009) are good references for the material 
here. 

Let  Ω   be a (non-empty) basic space and  H  be a 

linear space of real valued functions defined on  Ω  such 

that any arbitrary constant H∈c  and if H∈X , 

then H∈|| X . We consider that H  is the space of 

random variables. 
 
 
Definition 1 
 

A functional RE →H:  is said to be a sublinear 

expectation, if for all ,X Y ∈ H ,  R∈c   and  0≥λ   it 

satisfies the following properties: 
 

1. Monotonicity: if YX ≥ , then  ][][ YX EE ≥ . 
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2. Constant preserving: cc =][E . 

3. Sub-additivity: [ ] [ ] [ ] [ ] [ ] [ ]E X Y E X E Y orE X E Y E X Y+ ≤ + − ≤ − .  

4. Positive homogeneity: [ ] [ ]E X E Xλ λ= . 

 

The triple ),,( EHΩ  is called a sublinear expectation 

space. The aforementioned functional  RE →H:  is 

called a nonlinear expectation if it satisfies only the first 
two properties, that is, (1) and (2). 

Consider the space of random variables H  such that if 

H∈nXXX ,...,, 21 , then H∈),...,,( 21 nXXXϕ  for 

each )(.

n

Lipl RC∈ϕ , where  )(.

n

Lipl RC   is the space of 

linear functions  ϕ   defined as the following  
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for  ., nyx R∈   

 
 
Definition 2  
 

Two n-dimensional random vectors X  and X̂  defined, 
respectively on the sublinear expectation spaces 

),,( EHΩ  and ˆ ˆˆ( , , )EΩ H  are said to be identically 

distributed, denoted by ˆX X∼ , if  
 

).()],ˆ([ˆ)]([ .

n

LiplXX RCEE ∈∀= ϕϕϕ  

 
 
Definition 3 
 

Let ),,( EHΩ  be a sublinear expectation space and 

H∈X  with:  
 

2 2 2 2[ ], [ ].E X E Xσ σ= = − −  

 

Then X  is said to be G-normally distributed or 

]),[;0(
22 σσN -distributed, if  , 0a b∀ ≥  we have, 

 

,22 XbabYaX +∼+  

 

for each Y ∈H  which is independent to X  and  .Y X∼   

 
 
G-expectation and G-Brownian motion 
 

Let  )(0

+=Ω RC ,  that  is,  the  space  of  all  R -valued  
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continuous paths  +∈Rttw )(   with  00 =w   equipped with 

the norm:  
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and consider the canonical process  tt wwB =)(   for  

),,0[ ∞∈t  Ω∈w , then for each fixed ),0[ ∞∈T   we 

have:  
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NRC ∈∈∈=Ω nTttBBBL
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The conditional sublinear expectation of  )( tipLX Ω∈   

is defined by:  
 

),,...,,(]|),...,,([]|[
11211121 −−
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where 

)],,...,,,...,([),...,( 11111 nnnjjjjj ttttxxxx ξξϕψ −++ −−=E  

such that iξ  is G-normally distributed and  
1i

ξ +   is 

independent of  ),...,,( 21 iξξξ  for each  .1,...,2,1 −= ni   

 
 
Definition 4 

 

The sublinear expectation  RE →Ω)(: ipL   is called 

a G-expectation if the corresponding canonical process  

0}{ ≥ttB  on the sub-linear expectation space 

)),(,( EΩΩ ipL is a G-Brownian motion, that is, for  

,0 ts <≤   it satisfies the following conditions: 

 

1. .0)(0 =wB    

2. The increment tst BB −+  is ]),[,0( 22 σσN  -

distributed and independent of  ),,...,,(
21 nttt BBB   for 

each  
+∈ Zn  and ....0 1 ttt n ≤≤≤≤   

 
 
 
 

The completion of )(ΩipL under the norm  

1/|| || ( [| | ])p p

p
X E X=   for  1≥p   is denoted by  

)(Ωp

GL   and  )()()( Ω⊆Ω⊆Ω p

GT

p

Gt

p

G LLL   for  

.0 ∞<≤≤ Tt   

Note that the G-Brownian motion is not based on a 
particular probability space. For classical Brownian 
motion and probability space (Baten and Kamil, 2010). 
 
 
Itô's integral of G-Brownian motion  
 

For any  ,+∈ RT  a finite ordered subset 

},...,,{ 10 NT ttt=π such that Tttt N =<<<= ...0 10  is 

a partition of  ],0[ T   and 

}.1,...,1,0|:max{|)( 1 −=−= + Nitt iiTπµ  

A sequence of partitions of  [0, ]T   is denoted by  

},...,,{ 10

N

N

NNN

T ttt=π  such that  .0)(lim =∞→
N

TN πµ   

Consider the following simple process, let  1≥p   be 

fixed for a given partition  },...,,{ 10 NT ttt=π   of  ],,0[ T    
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where )( t

p

Gi L Ω∈ξ , 0, 1, ..., 1i N= − . The 

collection containing the aforementioned type of 

processes, that is, containing  )(wtη   is denoted by 

).,0(0, TM p

G  The completion of ),0(0, TM p
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norm  1/

0
|| || { [| | ] }
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for  1 ,p q≤ ≤    ( 0 , ) ( 0 , ) .p q

G GM T M T⊃   

 
 
Definition 5  
 

For each  ),,0(0,2 TM Gt ∈η   the Itô's integral of G-

Brownian motion is defined by: 
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Definition 6 
 

An increasing continuous process  0}{ ≥〉〈 ttB  with 

,00 =〉〈B   defined by:  
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is called the quadratic variation process of G-Brownian 
motion. For the details of the following two definitions is in 
the work of Denis et al. (2010).  
 
 
Definition 7 
 

Let )(ΩB  be the Borel σ -algebra of Ω  and P  be a 

(weakly compact) collection of probability measures  P  

defined on ))(,( ΩΩ B , then the capacity (.)ĉ   

associated to  P  is defined by:   
 

).(),(sup)(ˆ Ω∈=
∈

B

P

AAPAc
P

 

 
 
Definition 8 
 

A set A  is said to be polar if its capacity is zero, that is, 

0)(ˆ =Ac  and a property holds “quasi-surely”  .).( sq   if it 

holds outside a polar set. Throughout this paper for 

),,...,,( 21 nxxxX =  ),,...,,( 21 nyyyY =   YX ≤  means  

,
i i

x y≤   .,...,2,1 ni =   

 

 

THE METHOD OF UPPER AND LOWER SOLUTIONS  
 
Recall (Assing and Manthey, 1995; Halidias and Michta, 
2008; Halidias and Kloeden; 2006; Ladde and 
Lakshmikantham, 1980) for the concept of upper and 
lower solutions in the sense of classical SDEs. 
 
 

Definition 9 
 

A process );,0(
2 n

Gt TM R∈β is said to be an upper 

solution of the G-SDE on the interval  ],0[ T  if the 

inequality (interpreted component wise): 
 

 

( , ) ( , ) ( , ) ,0 ,
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t s v v v v v

s s s
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holds quasi-surely (q.s.) 
 
 
Definition 10 
 

A  process   );,0(2 n

Gt
TM R∈α   is  said  to  be  a  lower 
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solution of the G-SDE on the interval  ],0[ T   if the 

inequality (interpreted component wise):  
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holds q.s. 

Assume that  
t

α   and 
t

β   are the respective lower and 

upper solutions of the G-SDE: 
 

 ( , ) ( , ) ( , ) , [0, ]
t t t t t

dX b t w dt t X d B t X dB t Tθ σ= + < > + ∈
.       (2)                      

 

Define two functions  
ddTrp RR →Ω××],0[:,   by: 
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and consider the stochastic differential equation:  
 

 % �( , ) ( , ) ( , ) , [0, ]
t t t t t

dX b t w dt t X d B t X dB t Tθ σ= + < > + ∈%

     (4) 
                      

with a given initial condition ,0X where  
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are Lipschitz continuous. The G-SDE Equation 4 has a 

unique solution );,0(2 n

Gt
TMX R∈ (Gao, 2010; Peng, 

2006, 2008). 
Remind (Li and Peng, 2011; Nutz and Soner, 2011; 

Song, 2011) for stopping times in G-expectation. For the 

aforementioned processes 
t

X  and 
t

α  with the same 

initial values and ),0[ TQa ∩∈ ∗
, define the following 

stopping times: 
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q.s. 

Similarly, for the processes  
t

X  and 
t

U  with the same 

initial values and ),0[ TQa ∩∈ ∗
, define the following 

stopping times:  
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q.s. 

Moreover, it is obvious to see that  
 

 ],0[)},0[:{)},0[:{
1

TTQaTQa
aa =∩∈∪∩∈ ∗∗ ττ ,  

 
where ∗

Q  is the set of non-negative rational numbers. 

 
 

COMPARISON THEOREM FOR G-SDEs  
 
The following lemma will be used in the next comparison 
theorem. 
 
 
Lemma 1 
 

Assume that the respective lower and upper solutions 
t

α   

and 
t

β   of the G-SDE Equation 2 satisfy the condition 

tt
βα ≥   for  ],0[ Tt ∈   q.s. Then  

t
α   and  

t
β   are 

lower and upper solutions of the G-SDE Equation 4, 
respectively. 
 
 
Proof 
 

Let 
t

β  be an upper solution of the G-SDE Equation 2. As 

 
tt

αβ ≤
 for  ],0[ Tt ∈ . Thus, 

 
tttp ββ =),(
  and  

 ,0),( =
t

tr β
  

therefore we have:  
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Hence, 
t

β  is an upper solution of Equation 4.  Also, 

t t
β α≤   for  [0, ]t T∈   yields  ( , )

t t
p t α α=   and  

( , ) 0.tr t α =   Thus, 
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Hence, 
t

α   is a lower solution of Equation 4. 

 
 
 
 
Theorem 1 
 

Assume that: 
 

1. The function b  is measurable with 

 ∞<∫ dvvb
t

]|,.)([|
2

0
E

, where ),( xtθ  and ),( xtσ  are 

Lipschitz continuous in x . 

2. The respective lower and upper solutions 
t

α  and 
t

β  

of the G-SDE Equation 2 with  ,]|[|
2 ∞<tαE    ∞<]|[| 2

t
βE   

satisfy  
tt βα ≥   for  ].,0[ Tt ∈   

3. Also, 
 n
X R∈0 is a given initial value with  

 ∞<]|[| 2

0XE
  and  

 .000 αβ ≤≤ X
 

Then, there exists a unique solution 
 );,0(

2 n

Gt TMX R∈
 of 

the G-SDE Equation 2 such that 
ttt

X αβ ≤≤   for  

],0[ Tt ∈   q.s. 

 
 

Proof 
 

Define the functions  
 ddTrp RR →Ω××],0[:,   by 

Equation 3 and consider the G-SDE Equation 4. 
Now, the G-SDE Equation 4 has a unique solution and 

by lemma 1 if 
t

α  and  
t

β  are lower and upper solutions 

of the G-SDE Equation 2, respectively, then they are the 
respective lower and upper solutions for the G-SDE 
Equation 4. Moreover, it is easy to note that any solution 

Xt  of the modified G-SDE Equation 4, such that: 
 

 ],,0[, TtX ttt ∈≤≤ αβ
               (7)                                                                        

 

q.s. is also a solution of the G-SDE Equation 2. Hence, 

we only need to show that any solution 
t

X  of the 

problem of Equation 4 satisfies the inequality of Equation 

7. Assume that there exists an interval 
 ],0[),( 21 T⊂ττ , 

such that: 
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where  1τ   and  2τ   are arbitrary stopping times. Then,  
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and 
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Xtp β=),( . Thus,  
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this is a contradiction. Hence,  ttX β≥   for  ].,0[ Tt ∈   

Now we assume that there exists an arbitrary interval 
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Similar argument as the aforementioned yields: 
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because 0),( <tXtr , which is again a contradiction. 

Hence, ttX α≤  for  ].,0[ Tt ∈   

 
 
G-SDEs WITH DISCONTINUOUS DRIFT 
COEFFICIENTS  

 
Now we consider the following G-SDE: 

 

( , ) ( , ) ( , ) , [0, ],t t t t t tdX bt X dt t X d B t X dB t Tθ σ= + 〈 〉 + ∈   (8)                          
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where the drift coefficient does not need to be 
continuous. But suppose that it is increasing, that is, if 

yx ≥ , then ),(),( ytbxtb ≥  (where the inequalities are 

interpreted component wise) and ),,( xtθ    ),( xtσ  are 

Lipschitz continuous in .x   
For the following definition and theorem, the work of 

Heikkila and Hu (1993) has the details. 
 
 
Definition 11 
 

An ordered metric space  M   is called regularly (resp. 
fully regularly) ordered, if each monotone and order 

(resp. metrically) bounded ordinary sequence of M   
converges. 
 
 
Theorem 2 
 

If ],[ ba  is a nonempty order interval in a regularly 

ordered metric space, then each increasing mapping 

],[],[: babaf →  has the least and the greatest fixed 

point. 
 
 
Theorem 3 
 

Assume that: 
 

1. The function  ),( xtb   is increasing in x  where ),( xtθ   

and  ),( xtσ are Lipschitz continuous in  .x   

2. tα  and tβ  are lower and upper solutions of the G-

SDE of Equation 8  with ,]|)([| 2

0
∞<∫ dvb v

t αE    

∞<∫ dvb v

t
]|)([| 2

0
βE ,  respectively and  tt αβ ≤   for 

].,0[ Tt ∈   

 

Then, there exists at least one solution 

);,0(2 n

Gt TMX R∈  of the G-SDE Equation 8, such that  

ttt X αβ ≤≤   for  ],0[ Tt ∈   q.s. 

 
 
Proof 
 

Denote the space of all d -dimensional stochastic 
processes by ,H  that is,  

}]|[|:]},0[,{{ 2 ∞<∈== tt XTtXX EH  with the 

norm 
2 1/ 2

0
|| || { [| | ] }

T

v
E dvη η= ∫   for all  ],,0[ Tt ∈   which 

is a Banach space (Peng, 2006, 2008, 2010). Also see 
the work of Xu et al., (2011) for Banach spaces. 

Now represent the order interval ],[ tt αβ  in  H   by  ,K  
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that is, }:{ ttttt XandXX αβ ≤≤∈= HK  for  

],,0[ Tt ∈  which is closed and bounded by the 

aforementioned norm. By using the monotone 
convergence theorem (Denis et al., 2010), one can prove 
the convergence of a monotone sequence that belongs to 
K in H . Thus, K is a regularly ordered metric space with 
the aforementioned norm. It is clear that for any process  

,K∈tU  tα  and tβ   are lower and upper solutions for 

the G-SDE  
 

( , ) ( , ) ( , ) , [0, ]t t t t t tdX b t U dt t X d B t X dB t Tθ σ= + 〈 〉 + ∈ . (9) 

 

Thus, by Theorem 1, for any given initial value 
nX R∈0 with 

2

0[| | ]E X < ∞  and 0 0 0 ,Xβ α≤ ≤  the G-

SDE Equation 9 has a unique solution 2
(0, ; )

n

t GX M T R∈  

such that t t tXβ α≤ ≤  for  [0, ]t T∈   q.s. 

Define an operator KK →:f   by ,)( tt XUf =  

where tX   is the unique solution of the G-SDE equation 

9. We will use Theorem 2 to show that f has a fixed 

point, which is then the required solution. If we show that 

f is an increasing mapping, then it has a fixed point. 

We have to prove that if  
)1(

tU  and 
)2(

tU  are stochastic 

processes in K such that 
)2()1(

tt UU ≤  then  
)2()1(

tt XX ≤   

for all ],,0[ Tt ∈  where  )( )1()1(

tt UfX =   and  

(2) (2)
( ).t tX f U=   

Let  )2()1(

tt UU ≤   for all  ],0[ Tt ∈  and define 

),( )1()1(

tt
UfX =  )( )2()2(

tt UfX = , where ., )2()1(
K∈

tt
UU  

Since the drift coefficient b is an increasing function, 

therefore 
)1(

tX  is an upper solution of the G-SDE:  

 

 
].,0[,),(),(),(

00

)2(

0
0 TtdBXvBdXvdvUvbXX vv

t

vv

t

v

t

t ∈+〉〈++= ∫∫∫ σθ
            (10) 

 

But this problem has a lower solution .tα  Hence, by 

Theorem 1, the G-SDE Equation 10 has a solution 
)2(

tX   

such that ttt XX α≤≤ )2()1(
. Thus, f is an increasing 

mapping and by theorem 2, it has a fixed point 

K∈= ∗∗ )( )()(

tt XfX , such that ttt X βα ≤≤ ∗)(
 q.s. 

where  
 

.),(),(),( )(

0

)(

0

)(

0
0

)(

vv

t

vv

t

v

t

t dBXvBdXvdvXvbXX ∗∗∗∗ ∫∫∫ +〉〈++= σθ  

 
 

Example 
 

Consider the following scalar G-SDE: 

 
 
 
 

].,0[,)( TtdBBddtXHdX tttt ∈+〉〈+=       (11)                                               

 

Since the Heaviside function RR →:H  is an 

increasing function. Hence, v

t

v

t

t dBBd ∫+〉〈∫+=
000ββ   

and v

t

v

tt

t dBBddv ∫+〉〈∫+∫+=
0000αα  are the respective 

upper and lower solutions of the scalar G-SDE Equation 
11, which are shown as follows:  
 

,)(

00
0

v

t

s
v

t

s
v

t

s
s

v

t

s
v

t

s
s

v

t

v

t

t

dBBddvH

dBBd

dBBd

∫∫∫

∫∫

∫∫

+〉〈++≤

+〉〈+=

+〉〈+=

ββ

β

ββ

 

 

where v

s

v

s

s dBBd ∫+〉〈∫+=
000ββ  for each fixed s  such 

that Tts ≤≤≤0 . Hence,  v

t

v

t

t dBBd ∫+〉〈∫+=
000ββ   

is an upper solution. 
Similarly,  
 

,)(
0

000
0

v

t

s
v

t

v

t

s
s

v

t

s
v

t

s

t

s
s

v

t

v

tt

t

dBBddvH

dBBddv

dBBddv

∫∫∫

∫∫∫

∫∫∫

+〉〈++≥

+〉〈++=

+〉〈++=

αα

α

αα

 

 

where 
v

s

v

ss

s
dBBddv ∫+〉〈∫+∫+=

0000
αα  for each fixed 

s  such that Tts ≤≤≤0 . Thus,   

0 0 0 0

t t t

t v v
dv d B dBα α= + + 〈 〉 +∫ ∫ ∫   is the required lower 

solution. Hence, by the aforementioned theorem the G-

SDE Equation 11 has at least one solution 
( )

tX ∗
 such 

that 
( )

t t tXβ α∗≤ ≤  for ],0[ Tt ∈ . 
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