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Reversible logic has found emerging attentions in nanotechnology, optical computing, quantum 
computing and low power CMOS design. In this paper a reversible saturating adder is presented for the 
first time. Some of digital signal processing (DSP) applications such as digital filters require that the 
result of arithmetic operations to be saturated. Saturation will happen when we have addition on two 
numbers with same signs. We have proposed a reversible 4-bit saturating adder for the first time with 
its essential units such as “overflow detection logic” and “saturation value generator” in the reversible 
fashion. All the important parameters in the design of reversible circuits like quantum cost, number of 
constant inputs and number of garbage outputs are reported. All the designs are in the nanometric 
scales. 
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INTRODUCTION 
 
Irreversible hardware computation results in energy 
dissipation due to information loss. Landauer's research 
has proved that the amount of energy dissipated for 
every irreversible bit operation is at least 2KTln  joules, 
where K = 1.3806505*10-23m2 kg-2 K-1 (Joule/Kelvin) is 
the Boltzmann constant and T is the temperature in 
degrees Kelvin at which operation is performed 
(Landauer, 1961; Parhami, 2006). In 1973, Bennett 
proved that energy would not dissipate from a 
system as long as the system allows the reproduction of 
the inputs from observed outputs (Bennett, 1973). 
Reversible logic circuits offer an alternative that allows 
computation with arbitrarily small energy dissipation 
(Haghparast and Navi, 2007; Hayes, 2006). Reversible 
logic supports the process of running system in both 
forward and backward directions. It means that reversible 
computations can generate inputs from its outputs and 
can stop and go back to any point in the computation 
history. Furthermore, reversible circuits are of major 
interest in optical computing, low power design, quantum 
computing and nanotechnology based systems. It is not 
possible to realize quantum computing without reversible 
logic   and  reversible  computation  in  a  system  can  be 
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performed only if the system is composed of reversible 
gates (Haghparast and Navi, 2008; Vasudevan et al., 
2004; Haghparast et al., 2009). A characteristic of many 
DSP applications is that they are computationally 
intensive and execute millions of saturating arithmetic 
operations (Yadav et al., 1999) and energy dissipation in 
this type of processors is a point of interest. Signal 
processing algorithms and applications will be benefited 
from lower energy consumption and higher speed of 
quantum computing. One of the common applications in 
DSP world is filtering. In digital filtering, saturation 
arithmetic is used frequently and saturating adders as 
one of saturating arithmetic components, are special kind 
of adders that produce their saturated sum under 
overflow condition, instead of producing normal sum. In 
fact, Saturation is achieved when an “overflow condition” 
takes place and outcome of operation could not be 
represented on output; in this case, the result of the 
function will be set to a predefined "saturation value" 
(Balzola et al., 2001). For example, enhanced filtering 
coprocessor (EFCOP) is a sample for using of saturation 
arithmetic which can be found within Motorola’s 
DSP56300 DSP families as one of its special-propose 
coprocessors (Venkataramani and Bhaskar, 2002). 

Saturation value is the highest or lowest possible value 
for positive or negative numbers, respectively. Although 
we have  chosen  a  4-bit  saturating  adder  to  start,  we

2KTln
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Figure 1. Different symbols for Feynman Gate. 

 
 
 

 
 
Figure 2. Different symbols for Feynman Gate as a copying output.  

 
 
 

 
 
Figure 3. Different symbols for Fredkin Gate. 

 
 
 
believe that it can be expanded to any n-bit system. The 
rest of the paper is organized as follow. Some reversible 
logic gates, which are used in this work, are going to be 
introduced. Our proposed reversible saturating adder will 
explain in details followed. And finally, we will sum up our 
work by giving a conclusion. 
 
 
REVERSIBLE LOGIC GATES 
 
There are some reversible logic gates such as Feynman 
Gate (FG) (Feynman, 1985) and Fredkin Gate (FRG) 
(Fredkin and Toffoli, 1982) which may have been used in 
current works. Feynman Gate, also known as controlled 
NOT (C-NOT), is a 2 x 2 reversible logic which is 
depicted in Figure 1. It implements the logic functions: 
 

and . 

Feynman Gate is the most suitable gate for a single copy 
of a bit, since it is not producing any garbage output. A '0' 
on the second input will copy the first input in both 
outputs of the gate as is shown in Figure 2 (Babu and 
Chowdhury, 2005). A 3 x 3 Fredkin Gate is shown in the 
Figure 3. Here the input 'A' is passed as first output. 
Inputs 'B' and 'C' are swapped to get the second and third 
output which are controlled by input 'A'. If A = 0, then the 
outputs are simply duplicates of the inputs; otherwise if A 
= 1, then the two input lines (B and C) are swapped. 
 
 
PROPOSED REVERSIBLE SATURATING ADDER 
 
The letters used to symbolize the signals discussed as 
follows have the following meanings: 
 
“a” and “b” are two 4-bit numbers input into the adder unit
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Figure 4. Overflow detection logic for a 4 bit signed number full adder. 

 
 
 

 
 
Figure 5. Schematic diagram of “saturation value generator”. 

 
 
 
as operands; “v” represents the output of the overflow 
detection unit (ODL); “Z” is a 4-bit number as an 
intermediary output of addition; and at last, “O” is a 4-bit 
number as final output of saturating adder unit. 

Saturating adders rely on special logic that determines 
whether there is an overflow condition to saturate the 
result or not. For implementing a 4 bit saturating adder, 
four full adders are used to perform addition on input 
operands. Figure 4 shows a simple exclusive OR gate 
(XOR) which is used as “overflow detection logic”. As 
overflow occurred, we need to know if the result has been 
saturated in positive or negative range in order to 
generate the maximum allowed value for the  appropriate 

sign. For this purpose, we use a simple equation based 
on inputs sign: 
 

 or  
 
This makes saturation value equal to “1000” for 
negative saturation (minimum possible value in 2’s 
complement format for 4-bit signed presentation) and 
“0111” for positive saturation condition. In fact, if 
operands A and B had got different signs, overflow will 
never take place and if they had got same signs, result of 
addition can be overflowed. So overflow is possible only 
when both of operands A and B have same signs. As 
Figure 4 demonstrates, for our 4-bit adder in 2’s 
complement numbers system, a single exclusive OR gate 
can operate well as “overflow detection logic”. Now, 
output of “overflow detection logic” can be used to drive 
“saturation value generator”. Output of “overflow 
detection logic” and addition result will play role of inputs 
for this unit. “Saturation value generator” decides on final 
result of saturating adder. Schematic diagram of 
“saturation value generator” and its proposed reversible 
translation are depicted in Figures 5 and 6, respectively. 
A Feynman Gate (FG) is used as a NOT gate, three 
Feynman Gates (FG) are used for copying purpose, and 
four Fredkin Gates implement controlled selection logic. 
In Figure 6 we present entire reversible “saturation value 
generator”. The adder adds two operands with 
considering an input carry, and saturates the result if it is 
necessary by replacing the desirable result at the output. 
Saturation happens when overflow occurs in addition of 
two operands and result cannot represent the actual 
value of addition. For two positive numbers whose sum 
cannot be represented in 4 bits, saturating results in 
maximum possible 4-bit number (0111). For two negative 
numbers whose sum cannot be represented in 4 bits, 
saturating  results  in  minimum   possible   4-bit   number
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Figure 6. Proposed reversible “saturation value generator”. 

 
 
 

 
 
Figure 7. Different symbols for HNG gate. 

 
 
 

 
 
Figure 8. Different symbols for HNG gate as a full adder. 

 
 
 
(1000). 

We need an adder that can perform the basic function 
of a full adder (FA). An HNG (Haghparast and Navi, 
2008; Haghparast et al., 2008) reversible gate is shown 
in the Figure 7. HNG reversible gate is used as a full 
adder in our design. One of the best characteristics of 
HNG gate is that it can individually operate as a full 

adder; as it is depicted in Figure 8 if , 
then output vector will become:  

 
 
Complete design of proposed reversible saturating adder  

is shown in Figure 9. Four HNG gates are used as full 
adders which every corresponding bit of both operands 
connected to A and B inputs of each HNGs. A single 
Feynman Gate operates as “overflow detection logic” and 
its output directly feeds “saturation value generator”. 
Other Feynman Gates are used to copy the value of Z3. 
Table 1 shows constant inputs (CI), garbage outputs 
(GO/dc), and quantum cost (QC) of our proposed design 
for n = 4, 8, 16, 24 and 32 where n is the width of input 
operands in bits. Also we have following equations: 
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Figure 9. Our proposed reversible saturating adder for n = 4. 

 
 
 

Table 1. Constant inputs, garbage outputs and quantum cost of the reversible saturating adder for 
different values of n. 
 

n Constant inputs Garbage outputs Quantum cost 
(Width of input operands) 2n+2 n+2 6(2n+1) 
n = 4 10 6 50 
n = 8 18 10 98 
n = 16 34 18 194 
n = 24 50 26 290 
n = 32 66 34 386 

 
 
 

     (3) 
 
Equations 1 and 2 are used to calculate constant inputs 
and garbage outputs of the circuit, respectively. Equation 
3 is used to calculate quantum cost of the circuit, based 
on quantum cost for each type of reversible gates used in 
our design where: 
 

 and . 
 
 
CONCLUSION 
 
A reversible saturating adder has been presented in this 
paper for the first time. In our design, we have used 
reversible HNG gate from one of our previous works as a 
full adder. For future works, it is possible to consider a 
complete range of arithmetic operations in reversible 
saturating mode. All the designs are in the nanometric 
scales. 
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