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Optimal block designs for complete diallel cross system IV was investigated by several authors in presence and absence of specific combining ability parameters in the model. But there are drawbacks in their designs. Firstly, their designs consume more experimental units when these are used for experiments to estimate general and specific combining ability effects and secondly, these designs are not available for every value of p of parental lines. In the present paper we are proposing a simple method of construction of balanced and orthogonal block designs for every value for p of parental lines for complete diallel cross plans connected for cross effects through cycle permutation of initial block with minimum possible number of experimental units and at the same time these designs allow same precision for estimation of contrasts of general and specific combining ability of participating lines. The analysis is presented for data obtainable from proposed designs. The statistical analysis includes the analysis of variance and the estimation of general and specific combining abilities.
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INTRODUCTION

Various form of diallel crosses as mating designs are used in plant and animal breeding to study the genetic properties and potential of inbred lines or individuals. Let p denote the number of lines and let a cross between lines i and j be denoted by (ixj) = (jxi) i ≠ j = 1, 2, ..., p and let v be number of crosses. Among the four types of diallel discussed by Griffing (1956), method 4 is the most commonly used diallel in plant breeding. This type of diallel crossing includes the genotypes of one set of F1's, but neither the parents nor reciprocals i.e. v = p (p-1)/2. We shall refer to it as a complete diallel cross (CDC). The common practice with CDC is to evaluate the crosses in a completely randomized design or randomized complete block design as the environment designs. Due to limitation of homogeneous experimental units in a block to accommodate all the chosen crosses, the estimates of genetic parameters would not be precise enough if a complete block design was adopted for the large number of crosses. It is for this reason that the use of incomplete block designs as environment designs has been advocated by Bratten (1965), Aggarwal (1974), Ceranka and Meza (1988), Agarwal and Das (1990), Divecha and Ghosh (1994), Singh and Hinkelmann (1988) and Sharma (1996).

The problem of generating optimal mating designs for experiments with diallel crosses has been investigated by Gupta and Kageyama (1994), Dey and Midha (1996), Mukerjee (1997), Das et al. (1998), Parsad et al. (1999), Sharma (2004) and Sharma and Fanta (2009) under the assumption that the model does not include parameters representing specific combining abilities. Chai and Mukerjee obtained optimal designs for diallel crosses with specific combining abilities using triangular PBIB designs. These designs require experimental units in range of 30 - 405 to conduct experiment for complete diallel cross system IV for 5 - 10 parental lines and more over, their designs are not available for every value of p parental lines. In diallel cross experiments, it is very difficult to get large homogeneous experimental. So the experimenter can not use many of their designs for the diallel cross experiments. In this situation, the experimenter can use proposed variance balanced block designs for their experiments.

In this paper we give a simple method of construction of variance balanced incomplete block designs for diallel crosses which are connected for cross effects for every value of p parental lines to fill this gap. These designs are found to be MS-optimal according to the criterion by Shah (1960) and Eccleston and Hedayat (1974). We also present their analysis. The statistical analysis includes
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the analysis of variance and the estimation of general and specific combining abilities.

METHODS OF CONSTRUCTION

The method of construction of incomplete block designs connected for cross effect for all values of \( p \) of parental lines is simply stated as: for \( p \) lines under evaluation numbered randomly from 1 to \( p \), the first line is crossed with all (\( p-1 \)) lines. These (\( p-1 \)) crosses are the initial elements for the first block and other (\( p-1 \)) blocks can be further obtained cyclically by developing (\( p-1 \)) crosses of the first block, where symbols in each block are reduced mod (\( p \)). Thus we obtain incomplete block design \( d \) for CDC system IV with parameters \( v = p (p-1)/2 \), \( b = p-1 \), \( r = 2 \), \( k = p-1 \). Henceforth, \( d(v, b, k) \) will denote the class of all block design with \( v \) treatments, \( b \) blocks and block size \( k \). This design is connected for cross effects.

Example 1

For \( p = 5 \), the first block will contain following crosses \([0 \times 1, 0 \times 2, 0 \times 3, 0 \times 4]\) to be developed mod 5 to obtain following design with \( v = 10 \), \( b = 5 \), \( r = 2 \) and \( k = 4 \).

\[
\begin{array}{cccccc}
B1 & B2 & B3 & B4 & B5 \\
0\times1 & 1\times2 & 2\times3 & 3\times4 & 4\times0 \\
0\times2 & 1\times3 & 2\times4 & 3\times0 & 4\times1 \\
0\times3 & 1\times4 & 2\times0 & 3\times1 & 4\times2 \\
0\times4 & 1\times0 & 2\times1 & 3\times2 & 4\times3 \\
\end{array}
\]

We note the following remarkable features of these two series of designs.

1. If we consider (\( p-1 \)) row of the above mating-environment design as blocks, we get incomplete block design for CDC experiment with parameters \( v = p (p-1)/2 \), \( b = p-1 \), \( r = 2 \), and \( k = p-1 \). This constant, again, is the minimum possible value for a connected equireplicate mating design for CDC experiment. Thus, these designs are extremely cost-effective as they allow the maximum number cross to be tested on a given set up.

2. These are the series of V-B designs with constant replication number. This constant, again, is the minimum possible value for a connected equireplicate mating design for CDC experiment. Thus, these designs are extremely cost-effective as they allow the maximum number cross to be tested on a given set up.

3. The members of the \( d \) series are quite plentiful, as for every positive integer, there is a design.

4. Due to feature 2, these designs can be used for screening of potential genotypes in preliminary trials.

ANALYSES

For the analysis of data obtained from design \( d \), we will follow Singh and Hinkelmann (1998) two stage procedures for estimating gca and sca effects. The first stage is to consider estimating cross effects, say, \( \tau = (\tau_{01}, ..., \tau_{(p-1)/2}) \) by the following model.

\[
y = \mu + X\tau + D\beta + e \tag{1}
\]

Where \( y \) be \( n \times 1 \) vector of observations, \( 1 \) is the \( n \times 1 \) vector of ones, \( X \) is the \( n \times v \) design matrix for treatments and \( D \) is an \( n \times b \) design matrix for blocks, that is, the \((h,u)^{th}\) element of \( X \) (respectively, of \( D \)) is 1 if the \( h^{th} \) observation pertains to the \( u^{th} \) cross (to \( l^{th} \) block), and is zero otherwise (\( h = 1, ..., n; \ u = 1, ..., v; \) and \( 1, ..., b \)), \( \mu \) is a general mean, \( \tau \) is a \( v \times 1 \) vector of treatment parameters, \( \beta \) is a \( b \times 1 \) vector of block parameters and \( e \) is an \( n \times 1 \) vector of residuals. It is assumed that vector \( \beta \) is fixed and \( e \) is normally distributed with \( E(e) = 0 \), \( V(e) = \sigma^2 I \) and \( \text{Cov}(\beta, e) = 0 \), where \( I \) is the identity matrix of conformable order.

Following Tocher (1952), Raghava et al. (1971), the least square method for the analysis of a proposed design leads to the following reduced normal equations for the crosses for model (1).

\[
C_d\tau = Q_d \tag{2}
\]

Where \( C_d = r^s - Nk^s N' \) and \( Q_{d1} = (Q_{1d1}, ..., Q_{vd1}) = T - Nk^s B \).

In the above expressions above, \( r^s \) and \( k^s \) are diagonal matrices of order \( v \times v \) and \( b \times b \) with elements 2 and \( p-1 \) in the diagonal, respectively of designs \( d \). \( N = X' D \) is the \( v \times b \) incidence matrix of the designs \( d \), \( T = X'Y \) and \( B = D'Y \) are vector of cross totals and block totals of order \( v \times 1 \) and \( b \times 1 \) respectively for design \( d \). Hence a solution to (2) is given by

\[
\tau = C_d^{-1} Q_d \tag{3}
\]

Where \( C_d^{-1} \) is the generalized inverse of \( C_d \) with property \( C_d^{-1} C = C \). The sum of squares due to crosses is \( Q_d C_d^{-1} Q_d \) with d.f. = rank \((C_{d1})\). Expectation and variance \( Q_d \) is given as

\[
E(Q_d) = C_d \tau \text{ and } V(Q_d) = \sigma^2 C_d \tag{4}
\]

Now we will utilize the above equations to estimate the genetic parameters in proposed design.

Note: According to Chai and Mukerjee (1999), if the \( C \) matrix of the design \( d \), for some scalars \( \omega_1, \omega_2 \) and \( \omega_3 \) can be written as

\[
C_d = \omega_1 I_v + \omega_2 B + \omega_3 J_v \tag{5}
\]

Where for positive integer \( l_u \) the \( u \times u \) identity matrix, \( B \) is a \( v \times v \) matrix with rows and columns indexed by the pairs \((i, j)\) for \( 0 \leq i < j \leq p-1 \), such that the \((i_1, j_1)\)th entry of \( b \) equals 1 if the sets \((i_1, j_1)\) and \((i_2, j_2)\) have exactly one element in common and 0 otherwise.

\( J_v \) is a square matrix of 1’s. Then the design \( d \) will be balanced and orthogonal. Hence design \( d \) is balanced and orthogonal.

The second stage is to utilize the fact that the cross effects can be expressed in terms of gca and sca effects. So we can write;

\[
\tau_{ij} = g_{i} + g_{j} + s_{ij} \tag{6}
\]
Where \( g_{ij} \) is the gca for the \( ij \)th parent, \( s_{ij} = s_{ji} \) is the sca for the cross between the \( ij \)th and the \( ji \)th parent, \( i < j = 0, 1, \ldots, p-1 \). In matrix notation equation (6) can be written as

\[
\tau = Zg + s
\]  
(7)

Where \( Z = (z_{ui}) (u = 1, 2, \ldots, n : i = 0, 1, \ldots, p-1) \) is the cross and gca relation matrix, \( z_{ui} = 1 \) if the \( u \)th cross has a parent \( i \), otherwise 0. In design \( d \) the cross and gca relation matrix and incidence matrix are same for respective design that is \( Z = N \).

Following the approach used in Kempthorne and Curnow (1961), equation (2) can be written as \( C_d \tau = C_d Z g + C_d s \) that is;

\[
E(Qd) = C_d Z g + C_d s
\]  
(8)

Since the matrix \( C \) is singular, we use the unified of least square due to Rao (1973). So we get

\[ g = (Z' C_d C_d^{-1} Z) - Z' Q_d = (Z' C_d Z)^{-1} Z' Q_d \]  
(9)

Here the matrix \( (Z' C_d Z) = \frac{p(p-2)}{(p-1)} [I_p - \frac{1}{p} 1p' 1p], I_p \) is the \( p \times p \) identity matrix, \( 1p \) is the \( p \times 1 \) column vector with all elements unity.

So \( \hat{g} = \frac{(p-1)}{(p(p-2)} Z' C_d \tau \)  
(10)

Hence \( \hat{g} = H_1 \tau \), where \( H_1 = Z' C_d \)

Now \( \text{Var}(\hat{g}) = H_1 C^{-1} H_1 \sigma^2 = \sigma^2 \frac{p(p-2)}{(p-1)} I_p \)  
(11)

Since the \( \text{Var}(\hat{g}) \) is a constant times the identity matrix, therefore the design \( d \) is balanced for the general combining abilities. Hence the proposed design \( d \) is variance balanced. We thus have the following result.

**Theorem 1**

Let \( p \) be a positive integer greater \( > 3 \). Then there exists a variance balanced incomplete block designs for CDC experiment IV with \( v = p(p-1)/2 \) crosses as treatments such that each cross appears two times in a design.

Now substituting the estimate of \( g \) in equation (7), we obtain the estimate of \( s \) for design \( d \), respectively as

\[ s = (C_d^{-1} \frac{(p-1)}{p(p-2)} ZZ' Q_d \]  
(12)

Where \( H_2 = (C_d^{-1} \frac{(p-1)}{p(p-2)} ZZ) C_d \) and is symmetric idempotent.

\[ \text{Var}(s) = H_2 \tau \]  
(13)

It follows that \( g \) and \( s \) represented by treatment contrasts that carry \( p-1 \) and \( v-p \) degrees of freedom respectively and that contrasts representing \( g \) are orthogonal to those representing \( s \). It means the proposed design \( d \) allows for gca and sca effects to be estimated independently.

The sum of squares due to gca and sca for \( d2 \) are given by

\[ \text{SS (gca)} = Q_d Z (Z' C_d Z)^{-1} Z' Q_d \]  
(14)

\[ \text{SS (sca)} = Q_d (C_d^{-1} \frac{(p-1)}{p(p-2)} Z Z') Q_d \]  
(15)

The ANOVA is then given in Table 1.

**Optimality**

According to James and Wilkinson (1971), the canonical efficiency factors of the designs \( d \) is \( p/(2(p-1)) \). Since all the efficiency factors of design \( d \) are equal. Hence design \( d \) is MS- optimal and as well as efficiency balanced.

An example for illustrating the theory given in this paper, let us consider the data from an experiment on blooming days of sunflowers, reported by Ceranka and Mejza (1988). These authors used a balanced incomplete block design with \( v = 10, b = 15, r = 6, \) and \( k = 4 \) resulting from diallel crossing among \( p = 5 \) lines of sunflower and found out the estimates of gca and sca using intra and inter-block analysis of variance. We took the data of two replications randomly for each genotype for design \( d \). The following exhibit the experimental design with data, vectors \( T, Q \) and matrices \( r \delta, k \delta, Z, C, \) and \( (Z' C_d Z)^{-1} \) (Table 2).

\[ T = (20.0, 30.0, 22.0, 24.0, 27.0, 24.1, 28.8, 23.5, 24.1, 27.9) \]

\[ Q = (-4.625, 4.85, -1.9, -1.175, 1.225, -0.425, 3.00, -1.55, -2.225, 2.825) \]

\[ r \delta = (2, 2, 2, 2, 2, 2, 2, 2) \]

\[ k \delta = (4, 4, 4, 4) \]
Table 1. Intra-block analysis of proposed design $d_2$ as mating and environment design.

<table>
<thead>
<tr>
<th>Source of variation</th>
<th>Degrees of freedom</th>
<th>Sum of squares</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blocks</td>
<td>p-1</td>
<td>$B'B/p - \frac{Q_d^2}{2p^2}$</td>
</tr>
<tr>
<td>Crosses (adjusted for blocks)</td>
<td>rank (Cd) = $\frac{p(p-1)/2}{2}$</td>
<td>$Q_d' \cdot C_d - Q_d' \cdot C_d \cdot Z' \cdot Q_d$</td>
</tr>
<tr>
<td>gca</td>
<td>rank (H1) = p-1</td>
<td></td>
</tr>
<tr>
<td>sca</td>
<td>rank (H2) = $p(p-3)/2$</td>
<td>$Q_d' \cdot H_d \cdot Q_d$</td>
</tr>
<tr>
<td>Residual</td>
<td>$(p^2 - 3p + 4)/2$</td>
<td>by subtraction, $R^2_o$</td>
</tr>
<tr>
<td>Total</td>
<td>n-1</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Experimental design with data in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>B4</th>
<th>B5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1×2</td>
<td>10.0</td>
<td>13.00</td>
<td>11.5</td>
<td>14.0</td>
<td>12.0</td>
</tr>
<tr>
<td>1×3</td>
<td>15.0</td>
<td>13.5</td>
<td>12.1</td>
<td>11.0</td>
<td>14.8</td>
</tr>
<tr>
<td>1×4</td>
<td>11.0</td>
<td>14.0</td>
<td>15.0</td>
<td>10.6</td>
<td>12.0</td>
</tr>
<tr>
<td>1×5</td>
<td>12.0</td>
<td>10.0</td>
<td>14.0</td>
<td>12.0</td>
<td>13.9</td>
</tr>
<tr>
<td>Total</td>
<td>48.0</td>
<td>50.5</td>
<td>52.6</td>
<td>47.6</td>
<td>52.7</td>
</tr>
</tbody>
</table>

Table 3. Intra and inter block analysis of the data on blooming days.

<table>
<thead>
<tr>
<th>Source</th>
<th>D.F</th>
<th>SS</th>
<th>MSS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blocks</td>
<td>4</td>
<td>5.9170</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cross (adjusted)</td>
<td>9</td>
<td>40.067</td>
<td>4.452</td>
<td>5.7</td>
</tr>
<tr>
<td>gca</td>
<td>5</td>
<td>5.620</td>
<td>1.405</td>
<td>1.79</td>
</tr>
<tr>
<td>sca</td>
<td>4</td>
<td>34.447</td>
<td>6.889</td>
<td>8.82</td>
</tr>
<tr>
<td>Intra- block error</td>
<td>6</td>
<td>4.688</td>
<td>.781</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
<td>50.672</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Intra-block estimates of gca effects and their estimated standard error on blooming days.

<table>
<thead>
<tr>
<th>Parent</th>
<th>Estimates of (gca)</th>
<th>± SE</th>
<th>± SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.76</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.22</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.61</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.28</td>
<td>0.095</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.65</td>
<td>0.095</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Intra-block estimates of sca effects and their standard error on blooming days.

<table>
<thead>
<tr>
<th>sca</th>
<th>Estimates of (sca)</th>
<th>± SE</th>
<th>± SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>s_{12}</td>
<td>-1.70</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td>s_{13}</td>
<td>2.52</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td>s_{14}</td>
<td>-0.30</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td>s_{15}</td>
<td>-0.52</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td>s_{23}</td>
<td>0.37</td>
<td>0.244</td>
<td></td>
</tr>
</tbody>
</table>
The intra-inter block analysis is given in Table 3 and the intra and inter block estimates for gca and sca are given in Table 4 and 5.

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 \\
\end{bmatrix}
\]

\[N = Z = (Z' C_{d2} Z)^{-1}\]

\[= 15/4(I_5 - 1/5 I_5 \hat{1}_5), \quad (Z' C_{d2} Z)^{-1} = 4/15 I_5\]

\[
\begin{bmatrix}
6 & -1 & -1 & -1 & -1 & -1 & -1 & 0 & 0 & 0 \\
-1 & 6 & -1 & -1 & -1 & -1 & 0 & 0 & -1 & -1 \\
-1 & -1 & 6 & -1 & 0 & -1 & 0 & -1 & 0 & -1 \\
-1 & -1 & -1 & 6 & 0 & 0 & -1 & 0 & -1 & -1 \\
-1 & -1 & 0 & 0 & 6 & -1 & -1 & -1 & -1 & 0 \\
-1 & 0 & -1 & 0 & -1 & 6 & -1 & -1 & 0 & -1 \\
-1 & 0 & 0 & -1 & -1 & -1 & 6 & 0 & -1 & -1 \\
0 & -1 & -1 & 0 & -1 & -1 & 0 & -1 & 6 & -1 \\
0 & -1 & 0 & -1 & -1 & 0 & -1 & -1 & 6 & -1 \\
0 & 0 & -1 & -1 & 0 & -1 & -1 & -1 & -1 & 6 \\
\end{bmatrix}
\]

\[C = 1/4\]

The intra-inter block analysis is given in Table 3 and the intra and inter block estimates for gca and sca are given in Table 4 and 5.
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