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Diabetes mellitus is a group of metabolic chronic diseases characterized by high blood sugar levels 
with multi-system complications. The objective of this study was to assess the risk factors for 
developing type-2 diabetes mellitus over time in their random blood sugar and to obtain better 
predictive model for type 2 diabetes patients’ random blood sugar (RBS) level in the University of 
Gondar Comprehensive Specialized Hospital. A retrospective cohort study with a total of 330 diabetic 
patients who have been active in the follow-up treatment for at least 3 times in three month interval in 
the hospital from February 2014 to February 2016 was conducted. Linear mixed effects model for 
longitudinal data were employed to measure the changes in RBS level. The results revealed that the 
linear distribution trend in the mean RBS level accounted for 79% of the variability in the data and the 
mean RBS level decreased over time. Age, residence, family history, alcohol intake, dietary type, BMI, 
treatment, exercise and education status were the significant factors for the change in mean RBS level 
of the diabetes patients over time. The study also confirmed that among the factors of RBS level 
included in the study, meat dietary type, patients who do not perform exercise, and body mass index 
(BMI) were positively correlated with the RBS level while the rest were negatively correlated. It was 
significant for the patients to do daily self-care activities to prevent long term complications. The 
government should also contribute to the education of communities to spread awareness creation and 
enhance prevention mechanisms of diabetes. 
 

Key words: Diabetes mellitus, blood sugar, linear mixed effect, longitudinal data analysis, random blood sugar 
(RBS). 

 
 

INTRODUCTION 
 

Diabetes  mellitus  is   a   group   of   metabolic   diseases  characterized by high blood sugar levels that  result  from 
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defects in either insulin secretion or its action (WHO, 
2017). Diabetes mellitus is one of a number of chronic 
illnesses with multi-system complications. Diabetes is a 
chronic disease for which control of the condition 
demands patient self-management (MacPherson et al., 
2004). Self-management of diabetes requires time and 
monitoring of blood-glucose levels. Taking control of 
diabetes to improve quality of life has put the spotlight on 
the need for additional support and education for patients 
with diabetes. Although new treatments and technology 
have aided in controlling the disease, diabetes can still 
influence every day social interactions in many ways.  

The patient must be aware the types and amounts of 
food they ingest, they would have to monitor their blood 
glucose levels at specific times during the day, and 
medication would be necessary at times when the 
individual is engaging in social activities (Thorne et al., 
2003). The current classification of diabetes is based 
upon the pathophysiology of each form of the disease. 
Type-1 diabetes results from cellular mediated 
autoimmune destruction of pancreatic β-cells, usually 
leading to loss of insulin secretion (Thorne et al., 2003). 

Type-2 diabetes results from insulin resistance, which 
alters the use of endogenously produced insulin at the 
target cells. Type 2 patients have altered insulin 
production as well. However, autoimmune destruction of 
β-cells does not occur as it does in type-1, and patients 
retain the capacity for some insulin production. Because 
the type-2 patient still produces insulin, the incidence of 
ketoacidosis is very low compared to type 1, however, 
ketoacidosis can occur in association with the stress of 
another illness such as infection (Klinke, 2008). Type-2 
patients can go undiagnosed for many years because the 
hyperglycemia appears gradually and often without 
symptoms. It is often accompanied by various chronic 
complications that may affect the productivity and quality 
of life (Hennekens, 1998). Nowadays, diabetes mellitus is 
becoming the leading cause of blindness, non-traumatic 
amputation, and chronic renal failure in the western world 
(Laing et al., 1999). Globally, the population of people 
affected by type 2 diabetes was 15.1 million in 2000 (IDF, 
2013). The number of people with diabetes worldwide 
was projected to increase to 36.6 million by 2030 (CDC, 
2007b). In 2007, it was indicated that 23.6 million people 
or 7.8% of the United States population had type 2 
diabetes. People with diabetes have an increased risk of 
developing a number of serious health problems. 
Consequently, the economic and medical consequences 
of complications arising from diabetes is high blood 
glucose levels that can lead to serious diseases affecting 
the heart and blood vessels, eyes, kidneys, nerves and 
teeth. In addition, people with diabetes also have a higher 
risk of developing infections. In almost all high income 
countries, diabetes is a leading cause of cardiovascular 
disease and kidney failure (Kahn et al., 2006). 

 
 
 
 

Like the rest of the world, sub-Saharan African countries 
are experiencing an increasing prevalence of diabetes 
along with other non-communicable diseases (WHO, 
2008). In 2010, it was indicated that 12.1 million people 
were estimated to be living with diabetes in Africa, and 
projected to increase to 23.9 million by 2030 (Shaw et al., 
2010). 

In addition, the International Diabetes Federation (IDF) 
estimated that 19.8 million people have diabetes in Africa 
and approximately 75% are still undiagnosed (IDF, 2013). 
Countries with the highest estimated numbers of persons 
with diabetes include Nigeria (3.9 million), South Africa 
(2.6 million), Ethiopia (1.9 million), and Tanzania (1.7 
million) (IDF, 2013). Type 2 diabetes contributes up to 
90% of the cases (Feleke and Enquselassie,  2007). This 
spike is due to an aging population and lifestyle changes 
associated with rapid urbanization and westernization. 
Because of the high urban growth rate, unhealthy dietary 
changes, reduction in physical activity and increased 
obesity it is estimated that the prevalence of diabetes is 
going to triple within the next 25 years (IDF, 2013). 
Diabetes is common in Ethiopia but the incidence and 
prevalence of the disease is not well known ii the society. 
In recent studies, accesses to blood glucose monitoring 
and diabetes health education were found to be very low 
but overall burden of the disease in the country. These 
studies have a lack of comprehensiveness due to small 
sample sizes because most of them were limited to the 
capital city, Addis Ababa. The cost of inpatient diabetes 
management in the country is a high amount being 
significantly higher than the cost of other inpatient 
management categories (Feleke and Enquselassie, 
2007). However, diabetes in Ethiopia has never been 
given the attention it deserves. Glycemic control and 
management of co-morbid conditions along with diabetes 
complications are alarmingly sub-optimal and perhaps 
one of the worst in the world (Abera, 2000). 

According to the IDF report, in Ethiopia, about 1.9 
million adults aged between 20 and 79 years were 
estimated to have diabetes in 2013. In addition to this, 
2.9 million people living with impaired glucose tolerance 
are at higher risk of developing diabetes. With national 
diabetes prevalence of 4.36%, there was around 34,262 
estimated diabetes related deaths in the same 
year.Presently, the incidence and prevalence of the 
disease has increasing in society. It is evident that, few 
studies have shown a significant increase in its 
prevalence over the last four decades. However, diabetes 
in Ethiopia has never been given the attention it 
deserves, despite the fact that the rate of incidence and 
prevalence has been increasing over time. The overall 
disease burden in the country is unknown because of the 
limited studies in the country (Abera, 2000). The burden 
of diabetes also presents a crisis in terms of health care 
costs, both direct and indirect, ranging from  individual  to  



 
 
 
 

national economy. According to International Diabetes 
Federation, an estimated average cost in USD was 1,437 
per person with diabetes was spent globally on treating 
and managing the disease in 2013. Even though health 
professionals try to control random blood sugar levels, 
there are many questions which can be raised by 
individuals. For example, how is the change of RBS level 
over time? or does the change of RBS level have 
different patterns on different factors? what are the 
factors for controlling blood sugar levels of diabetes 
patients? In Ethiopia, there has not been known and well-
developed longitudinal research conducted to know the 
mean evolution of random blood sugar. In addition, 
research has been conducted to assess whether blood 
sugar levels changed over time or whether change in 
blood sugar control varied by covariates. The empirical 
risk of having type 2 diabetes increases from 2 up to 6 
fold, if a parents or siblings have the disease. 
Consequently, a positive family history is a practical, 
albeit a crude way, of figuring out if an individual is likely 
to have inherited susceptibility to the disease. On the 
other hand, familial aggregation may occur for non-
genetic reasons. Family members often share a similar 
environment, particularly as children and in adulthood, 
thus familial aggregation alone is not definitive evidence 
of genetic determinants. Furthermore, with a disease as 
frequent as type 2 diabetes two or more family members 
may well have the disease by chance alone (Helgeson 
and Gottlieb, 2000). 

A longitudinal mixed model project on a nurse-based 
diabetes management system from San Diego, California 
showed that multiple variables are associated with 
glycemic control. The project that collected information 
from July 18, 2000 to October 7, 2002 focused on a 
database containing demographics, health status, 
treatment, laboratory, and behavioral factors for each 
patient. Age, race, disease duration, medication, number 
of visits, total cholesterol, BMI, alcohol intake, dietary and 
insurance status were all significant. However, after 
controlling baseline A1C, time, other demographic 
implications, and disease severity factors; only age, 
insurance status, disease duration, pharmacotherapy, 
and total cholesterol were significant in the final model 
contributing significant effects (Philis-Tsimikas and 
Walker, 2001). The prevalence and incidence of type 2 
diabetes vary to some extent between the sexes from 
one population to another. A longitudinal study of type-2-
diabetes with the linear mixed effect model conducted in 
Ghana reported that, the change in RBS value for males 
and females were not the same (Timothy et al., 2015). 
However, a study conducted in Japan states that both 
sexes have equal chance of being affected by diabetes. 
Therefore, being male or female may not have effects in 
the prevalence of type 2 diabetes (Baltazar et al., 2004). 
Another longitudinal study on type 2 DM reported that 
significant difference in hyperglycemia between insulin 
plus Oral Hyperglycemia Agents (OHA) and insulin (p= 
0.0321) combinations contributes  to  better  results  (Yki- 
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Jarvinen, 2001).  The available literature provides little 
data on the quality of life of patients with type 2 diabetes 
depending on place of residence. Rural diabetics 
experience significant impairments or damages in their 
health or quality of life in relation to urban diabetics. A 
higher proportion of obesity was found among rural 
residents compared to urban residents. Since higher 
obesity is closely linked and the main cause of 
developing type 2 diabetes, rural patients have a 
higherrisk of developing the disease. In a study 
conducted among patients living in the Lublin Province, 
people with diabetes living in rural areas were more likely 
to perceive the use of insulin as being burdensome and 
believe that diabetes has hostile impact on their family life 
because of the stress than residents of urban areas 
(Graham et al., 1999). A report that compared the type 2 
diabetes in adults and young adults in Europeans 
opposed to Native American tribes, Mexican Americans, 
African Americans, Chinese, Polynesians, Asian Indians 
and Arabs of the Gulf States showed that Europeans who 
are adults have a higher risk of developing type 2 
diabetes than younger citizens. It was clear that young 
adults are better at controlling their blood sugar levels 
(Taylor and Lobel, 1989).  

The nurses' health study suggests that the risk of type 
2 diabetes among Europeans increases even within the 
normal BMI range. It also states that a BMI of 21 kg/m

2
 

might be an optimum level and that patients with type 2 
diabetes had a higher prevalence with a large BMI 
because an overweight population has a greatest risk of 
developing diabetes (Tyler and Blader, 2001). A study 
has been carried out in the United States of America in 
2001 when Miller et al. (2002) evaluated the impact of 
education intervention on blood glucose levels for 92 type 
2 diabetic patients who were older than 45 years of old. 
Patients were put into literate and illiterate groups and 
introduced to a ten week follow up in life style changes, 
physical exercise, and proper dietary use. When the 
patients were evaluated, the literate group showed a 
greater improvement in fasting plasma glucose (p=0.05) 
and glycosylated hemoglobin (p< 0.01) than the illiterate 
group. So it is clear that the illiterate diabetic patients 
needed additional education to achieve metabolic control 
to reduce fasting (random) blood sugar levels and avoid 
mortality associated with diabetes (Miller et al., 2002). 

The main objective of this study was to assess the risk 
factor for developing type-2 diabetes mellitus over time 
using the random blood sugar in a follow up study at 
University of Gondar comprehensive specialized hospital 
during treatment period of 2 years and to determine their 
relationship. 
 
 

MATERIALS AND METHODS 
 

Data description and study design 
 

This study was a retrospective cohort study based on data from 
diabetic patients. The data used in this study were obtained from 
University    of    Gondar    Comprehensive   Specialized    Hospital, 
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Table 1. Covariates used in the Linear mixed effect Model Analysis for DM Data. 
 

S/N Variable Description 

1  Gender                                 1=Female, 0= Male 

2 Age                           Year 

3 Marital status                       0 = Divorced, 1 =Married, 2 = Widowed, 3= Single 

4 Family history                      0 = no family history, 1= has family history 

5 Place of residence                0 = rural, 1 = urban 

6  Educational status                0 =illiterate,   1 =literate 

7 Treatment 0 = insulin, 1 =OHA,  2= combination of both 

8 Dietary type                         0 =fruit, 1= vegetable, 2 = meat, 3 =  others 

9 Body mass index                  Kilogram per meter square                                 

10 Exercise activity                  1 = do not perform exercise, 0= perform exercise 

11  Alcohol intake                     1 = drinks alcohol drinker, 0= does not drink alcohol 
 
 
 

Ethiopia. The data comprised longitudinal measurements of 
diabetes mellitus type 2 (DMT2) risk factors. The most commonly 
used test of diabetes is random fasting blood glucose. The test is 
conducted before eating at least for 8 h, usually overnight. The 
target populations of this study were all diabetic patients who 
attended the Hospital and had been active in follow-up treatment for 
their diabetes for at least 3 times in three month interval in the 
hospital from February, 2014 to February, 2016. The patients also 
had a minimum of three and a maximum of eight repeated 
measurement values. The number of measurements in the data 
may not be equal for all patients due to the difference in the 
duration of the follow-up. All the patients of this study were those 
whose age was greater than 20 but less than 70 years. The 
patients under 20 and over 70 were not included in the study. Since 
the life expectancy in Ethiopia is low, those patients over 70 are 
difficult to include due to their scarcity. Since, there are very few 
individuals in that age range their contribution would have been 
minimal. 

In this study, 1,456 observations were considered to collect the 
random blood sugar which was evaluated at fixed time interval of 3 
months. Measurements of all the patients were taken at 3, 6, 9, 12, 
15, 18, 21, and 24 months which had an equal time interval with 3 
months between all measurments. The random blood sugars (RBS) 
of the patients ranged from 78 to 600 mg/dl, with their mean, 
median and standard deviation values of 216.8 and 191.5 mg/dl 
respectively with a standard deviation of 83.35198 mg/dl. 
Individuals are not only said to be diabetic patients with large levels 
of RBS, but also for small levels. RBS level higher or lower than the 
standard value was considered as diabetic. Several potential 
explanatory variables were also considered in this study. The 
descriptions of these covariates are presented in Table 1. 

Out of the total 1456 patients included in the study, 735 (50.5 %) 
were females. More than half of the patients (882, 60.6%) live in 
rural areas. Regarding education status, 688 (47.3%) were illiterate 
while 768 (52.7%) were literates. Regarding family history, 606 
(41.6%) patients’ family had a DM while 850 (58.4) had not. The 
treatment of patients who used both insulin and OHA were 134 
(9.2%), OHA users were 538 (37.0%) and the rest used insulin. 
There were also 740 (50.8%) patients who did not perform an 
exercise to control their glucose levels but 716 (49.2%) patients 
were performed some sort of exercise to control their glucose. 
Regarding dietary type, among all the participants, 115 (7.9%) were 
fruit eaters, 85 (5.8 %) were meat eaters, 369 (25.3%) were 
vegetable eaters and 887 (60.9%) were people of other types of 
diets.  

Similarly, 826 (56.7%) of the DM patients were married, 344 
(23.6%) were single and the rest 186 (19.7%) of the patients were 
divorced and widowed. Regarding the continuous covariates, the 
mean of the baseline for age and body mass index were 46.7 years 
of age and 24.0886 kg/m2

 with the standard deviation of 14.737 
years and 4.33084 kg/m2 respectively. These variables were 
standardized to have a mean of 0 and variance of 1 so that their 
coefficients in the regression model represent the effect per a unit 
standard deviation change.  
 
 

Data analysis 
 

Data exploration 
 

As a first step of the analysis, the data was explored in different 
ways in order to get details that may help to make decisions in the 
subsequent steps of the analysis. To determine the evolution and 
balances of the data, the individual and mean profiles with respect 
to time were plotted. The mean, the variance and the correlation 
structures were also explored through graphical techniques. In 
parallel to defining the fixed effects model, a random effects model 
was chosen to define a covariance model. After deciding the fixed 
effects, the study selected a set of random effects to be included in 
the model.  
 
 

Longitudinal data modeling   
 

The linear mixed effect model is the most widely used method for 
analyzing longitudinal data which could handle the complications of 
incomplete measurements in a very natural way. In this study, a 
linear mixed model was used with the assumption that the vector of 
repeated measurements in the original scale on each patient 
follows a linear regression model where some of the regression 
parameters are the same for all patients (that is population-
specific), while others are different across patients (that is patient-
specific). Thus, patient-specific parameters represent patients’ 
variability which is random effects. The idea of randomly varying 
regression coefficients was also a common thread in the so-called 
two-stage approach to analyzing longitudinal data. In the two-stage 
formulation, the repeated measurements on each individual were 
assumed to follow a regression model with distinct regression 
parameters. The distribution of these individual-specific regression 
parameters, or random effects, is modeled in the second stage 
(Verbeke, 2000).  Hence,  simple  explanatory tools  using the  two-  



 
 
 
 
stage approach were first employed in order to approximate each 
observed longitudinal profile (that is individual profiles based on the 
data) by an appropriate linear regression function. Other models 
are also fitted and compared via information criterion such as BIC 
and AIC to cross-check the model suggested by the two-stage 
approach. Often, subject-specific longitudinal profiles can be well 
approximated by linear regression functions and this leads to a 2-
stage model formulation as shown below: 
 

Stage 1: Linear regression model for each subject separately 
 

Response ijY for
thi  subject measured at time ijt ,   ni ,...,2,1 , 

and 
inj .,..,2,1 . 

Response vector iY  for ith subject:  Y i =
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The model of this stage was given as: 
 

iiii zY  
                                                                                (1)

 

 

Where, Zi is a (ni × q) matrix of known covariates; βi is a q 
dimensional vector of subject-specific regression coefficients; ϵi~ N 
(0, R),   where R is the variance-covariance matrix of the error term. 

Stage 2: In this stage, the interest is to study the between-subject 

variability and it can now be studied from relating the i  to known 

covariates.  Stage 2 model is also given as follows: 
 

iii bk  
                                                              (2)

 

 

Where, Ki is a (q × p) matrix of known covariates;  is a p− 

dimensional vector of unknown regression parameters, 

 GNbi ,0~
.
 

A 2-stage approach can be performed explicitly in the analysis for 
which Yi is summarized by the estimated value of β and the 
summary statistic of β is analyzed in the second stage. Therefore, 
the associated drawbacks can be avoided by combining the two 
stages into one model. 
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Say, XiZiKi , from  (3), then the  linear mixed effect model is 

given by: 
 

iiiii bZXY  
                                                                        (4)                                                                                                                                                                                               

 

Where, iY  is the (ni x 1)-dimensional vector of random blood 

glucoses of the patient i (i = 1,2,…N),  N is the number of subjects, 
Xi and Zi are (ni x p) and (ni x q) dimensional matrices of known 
covariates, β is a p-dimensional vector containing the fixed  effects,  

 GNbi ,0~  is a q-dimensional vector containing the random 

effects, and  RNi ,0~  is an (ni x 1) dimensional vector of 

residual components. A key assumption for this model in the 

foregoing analysis is that    and b are normally distributed with: 
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This indicates the random effect and the residual component are 
independent. The mean and the variance of Y  is X  and RZGZ' , 

respectively while the conditional mean and variance of bY / is also 

ZbX  ,  'ZGZ
 +R respectively. According to the Henderson 

(1984), the standard mixed model equations is obtained from the 

value  
^

G  , 
^

R  and the known covariates X and Z. The estimate of 
the covariance matrices are determined based on the maximum 
likelihood and restricted maximum likelihood. 

The maximum likelihood estimation includes both regression 
coefficients and the variance components, that is, both fixed-effects 
and random-effects terms in the likelihood function. It treats β as 
fixed but unknown quantities when the variance components are 
estimated, but does not take into account the degrees of freedom 
lost by estimating the fixed effects. This causes ML estimates to be 
biased with smaller variances. On the other hand, the restricted 
maximum likelihood estimation includes only the variance 
components, that is, the parameters that parameterize the random-
effects terms in the linear mixed-effects model that accounts for the 
degrees of freedom lost by estimating the fixed effects. This made a 
less biased estimation of random effects variances. The estimates 
of R and G are invariant to the value of β and less sensitive to 
outliers in the data compared to ML estimates. However, if REML 
was used to estimate the parameters, only two models were 
compared that have the identical fixed-effects design matrices and 
are nested in their random-effects terms.

 
The log likelihood function of the covariance matrix of R and G is 

in the case of ML, and REML were given as follows: 
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Where,   yvxxvxxyr 111 ')'(   

When minimize equation (5) two times by using a ridge-stabilized 
Newton-Raphson algorithm, one can estimate the value of V. 

After estimating V, the parameters of the model can be obtained 
from the normal equation given below: 
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By simplifying Equation 6, one can get the estimate of, 
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Where,   V=Var(Y). 

 
The Akaike information criterion (AIC) and Bayesian information 

criterion (BIC) were used for selecting the better model. The criteria 
select the model that minimizes: 
 
AIC = -2(maximized log likelihood - number of parameters in the 
model)  
 

Thus, a model with the smallest AIC value would be taken as a best 
among the candidate models. AIC penalizes a model for having 
many parameters. The Likelihood-Ratio test is employed to assess 
the appropriateness, adequacy and usefulness of the model. 
Moreover,  the  Wald  test  were   also   used   to   test   whether   the 



 
 

176          J. Public Health Epidemiol. 
 
 
 

  
 

Figure 1a. Over all individual profile of RBS; b Over all mean profiles of DM patients. 
 
 
 

parameter associated with the fixed effect explanatory variable is 
zero or not and would be assessed by carrying out statistical tests of 
the significance of the coefficients (Agresti, 1996, 2008). Some 
graphical techniques were used to assess peculiarities or the 
distinctive feature of the model with regard to the data. For detecting 
outliers, histograms and scatter plot of Empirical Bayes (EB) 
estimates were used. The EB residuals are defined as the 
conditional mean of the vector of random effects given the data and 
the estimated parameter values. A procedure to obtain the empirical 
Bayes estimates is presented in (Verbeke, 2000). Deletion 
diagnostics are statistics is used to measure the change in a 
parameter estimate when some subsets of the data are deleted. 
Cook's distance is the commonly used statistic for measuring 
changes in fixed effects. It measures the distance between the fixed 
effects estimates obtained from the full data and those obtained from 
the reduced data. To evaluate the effect of measurements of RBS on 
the variance components, the relative variance change (RVC), which 
measures the change in variance components with and without 
deleting a RBS, was employed. 

 
 
RESULTS AND DISCUSSION  
 

In this study, 1456 observations were considered to collect 
the random blood sugar levels which was evaluated at 
fixed time points and measurements. All the patients were 
taken at 3, 6, 9, 12, 15, 18, 21, and 24 months, which had 
equal time intervals of 3 months between all 
measurements. The individual and the mean profile of the 
patients for their sugar levels starting their follow up and 
treatment are presented in Figure 1. 

The subject profile plots of Figure 1a, was obtained from 
a randomly selected 20 DM patients. Figure 1a shows that 
there was a decrease in RBS over time. It is also observed 
from this plot that there was much variability between 
patients but less variability within patients over time. From 
the mean profiles analysis in Figure 1b, the variability of 

the DM patients was observedand the mean RBS of the 
individual patients at its initial time was high. After they 
start the treatment, the RBS level decreased over the 
time. This is due, to in many cases, the correlation 
between two repeated measurements decreasing as the 
time span between those measurements increases. This 
was very important to determine the type of progression 
rate for DMT2 disease in terms of RBS over the linear 
effect of time. In assessing the adequacy of the first-stage 
linear model to the observed longitudinal profiles, subject-
specific coefficients of multiple determinations R

2
i (i = 1, 

2… N)  was used, where, a scatter plot of the subject- 
specific coefficients of multiple determinations versus the 
numbers ni of repeated measurements was conducted. 
Two such plots based on the first-stage models for linear 
and quadratic were presented in Figure 2. 

Figure 2a and b showed that the values for both linear 
and quadratic first-stage models were 0.79 and 0.61 
respectively. These results revealed that 79 and 61% of 
the variability in RBS value in the DM patients was 
explained by the variables included in the model 
respectively while the remaining variability was described 
by other factors which are not included in the model. To 
identify whether the linear or the quadratic time effect 
model is better, fit the linear mixed model with the same 
covariance structure but additional quadratic time effect 
and its interaction with factors in the fixed and the random 
part was fitted with the value of (AIC, BIC) = (1631.6, 
1644) for the linear time effect and (AIC, BIC) = (1836.5, 
1761.3) for the quadratic time effect.  

A plot of the OLS residual profiles over time, based on 
the mean structure suggested by the two-stage approach, 
was employed to check the adequacy of the model. 

The plot OLS residual versus time in Figure 3, gave
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Figure 2. Subject-specific coefficients R2
i of multiple determinations and the overall coefficient R2

meta of multiple determinations 
which are shown by dashed line. 2a Linear subject specific profiles; b. Quadratic subject specific profiles. 

 
 
 

  
 

Figure 3. OLS residual profile (a) and variance function of OLS residuals (b). 

 
 
 
visual proof that the linear regression trend model 
provides a good fit to the data.  The variance function is 
shown in Figure 4 which was clearly suggested as non- 
stationary since the variability varies over time. This also 
implies the existence of some remaining systematic 
structure in the residual profiles. By considering Figure 3, 
it was assumed that the remaining structure in the OLS 
residual profile might be described by a higher order 
function over time. Depending on the variance function 
graph both random intercept and slope were included in 
the model as a preliminary random effect structure. 

By combining all the above explorations, a mixed 
effect random  intercept  and  random  slope  with  linear  

time effect was considered for this study.  
The significant variables in this study were selected by 

using backward elimination techniques. The marital 
status and sex with p value of 0.3315 and 0.4422 
respectively were removed from the full model. Also, 
interactions of main effects over time were insignificant 
except for the exercise, alcohol, dietary type and BMI. 
Since these covariates have no other importance in the 
model improvement, it has to be excluded from the final 
reduced linear mixed model. The p values above were 
taken from the model compassion but not from the 
estimate of the full model. Hence, the final was reduced 
to a more parsimonious model and was fitted on the data. 
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Figure 4. Histograms (a) and scatter plot (b) of empirical Bayes estimates. 
 
 
 

 
 

Figure 5.  Dot plots of Cook's distance. 
 
 
 

The graph of histograms and scatter plots of the 
Empirical Bayes estimates of the random effects were 
used to detect model deviations or subject’s evolutions 
over the study time (Verbeke, 2000). Therefore, 
histograms and scatter plots of the Empirical Bayes 
estimates for the random effects were employed (Figure 
4). 

From the plot in Figure 4, both scatter plots and the 
histogram suggested the presence of some outliers. But 
still the histogram and the scatter plot did not help to 
determine which observations are outliers. Cook's 
distance was used to identify outlier observations with 
any value which was greater than the cutoff value. This is  
presented in Figure 5. 

The plot in Figure 5 shows that the patient with ID 
number  indicated  on  the  graph  had   Cook's   distance  

value greater than unit, since the cutoff value is one. 
Thus, the final linear mixed effect model was fitted by 
excluding these individual outlier observations.  

After we chose the appropriate model, the linear mixed 
model of the data with estimated value of significant 
covariates was fitted. The restricted maximum likelihood 
estimates of covariates and the standard error with its 
corresponding significance value (p value) is found in the 
Table 2. Based on the estimated values of the 
parameters (Table 2) and the corresponding significance 
values, the following linear mixed effect model was 
modeled as: 

 

13121110987

654321

24.035.439.244.359.244.027.27

97.1745.8471.4101.1955.263.37*43.1229.373

xxxxxxx

xxxxxxTimeY




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Table 2. Restricted maximum likelihood parameters estimates of the linear mixed effect model for reduced model. 
 

Effect Estimate Std. error t-value p-value 

Intercept 373.2917 40.83663 9.141098 0.0000 

Time -12.4279 3.81744 -3.255568 0.0012 

Non Alcoholic -37.2972 11.89526 -3.135468 0.0018 

No Family History -26.5524 10.79766 -2.459088 0.0141 

Urban -19.0089 11.58260 -1.641161 0.0101 

No Exercise 41.7051 11.46286 3.638277 0.0003 

Meat 84.4490 29.60675 2.852358 0.0046 

Insulin + OHA -17.9721 6.69143 -2.685836 0.0073 

Literate -27.2744 11.31629 -2.410190 0.0161 

Age -0.4438 0.21408 -2.073115 0.0384 

BMI 2.5992 1.26768 2.050347 0.0406 

Time*No Exercise -2.3923 1.10298 -2.168983 0.0303 

Time*Non-Alcoholic 3.4371 1.15745 2.969550 0.0030 

Time*Meat -4.3528 2.83009 -1.538028 0.01243 

Time*BMI 0.2361 0.12027 1.963035 0.0499 

Likelihood ratio test 43.93224  < 0.0001 

 
 
 
 Where, Y is the Random Blood Sugar (RBS) of DM 
patients and X1=Non- alcoholic patient; X2=No-family 
history patent; X3= Urban residence; X4= patients do not 
perform exercise; X5= Mostly Meat dietary eater patients; 
X6=Treatment of both insulin and OHA;  X7 = Literate 
patients; X8 = Age of patients at diagnosis; X9 = Body 
mass index (BMI); X10= Interaction of alcohol with time; 
X11= Interaction of exercise with time; X12 = Interaction of 
meat with time and X13=Interaction of BMI with time.  

The statistical analysis results of the linear mixed 
model were discussed depending on the model fitted 
above. The average mean value random sugar level of 
patients was 373.29 keeping the effect of other factors at 
zero. As one unit increased, the average rate of change 
in RBS levels was 12.43 mg/dl per unit increased over 
time. This implied that the rate of change in the mean 
RBS level decreased by 12.43 mg/dl, keeping constant 
the other explanatory variables. There was a significant 
interaction between DM status and time (p=0.0012) such 
that RBS levels of the patients decreased over time. The 
other estimated value of covariates were also interpreted 
and discussed by keeping constant the effect of the 
remaining factors or taking the constant over time. For a 
one year increase of age of a patient, the expected value 
of  RBS level  reduced by 0.44 mg/dl when the effect of 
the other factors were kept constant. This supported the 
findings of (Taylor and Lobel, 1989) that the RBS levels 
tended to correlate negatively with age. In this study most 
of the samples had an age range greater than 40. Hence, 
this result was in line with those of Taylor and Lobel, 
(1989). In addition, a unit increase in BMI of a patient 
increases the RBS level by 2.59 mg/dl; this also 

supported the finding of Tyler and Blader (2001) that a 
population that had more weight were said to be more 
obese. This obesity highly correlated with BMI. BMI were 
calculated based on the value of weight. Since obesity is 
a main factor for diabetes, and hence the more the 
obesity of a person is also the greater the BMI. This 
ultimately shows that with the increase of weight of 
patients, they are more exposed to greatest risks of 
having diabetes. The average rate of change of RBS for 
literate patients decreased by the amount of 27.3 as 
compared to the illiterate patients keeping the effect of 
other variables constant.  This result clearly showed that 
literate patients managed the condition of diabetes better, 
because they were able to understand the basic disease 
management and treatment plans. This result is in line 
with the finding of Miller et al. (2002). 

Patients who would predominantly eat meat dietary 
type have been shown to have a significantly higher 
increase in the mean change value of RBS levels than 
patients who eat other types of dietary meals. More 
simply, the mean rate of change of RBS for meat eating 
patients increased by the value of 84.45 as compared to 
that of the fruit eaters. The influence on RBS level when 
people consume more meat may be due to the lack of 
mineral contents for disease protection. Hence, naturally 
the RBS level increased by unexpected means. 
Therefore, people who mostly eat meat were exposed to 
DM disease and could not with ease control the RBS to 
attain a normal condition. To reduce the blood sugar, 
patients would have to abide by a strict diet. Foods 
associated with cereals, vegetables, and fruits are 
advised  while  other  dietary  methods   associated   with  
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Figure 6. Interaction of activity with time. 

 
 
 

eggs, meat, proteins, and starch need to be lessened or 
even avoided.     

Patients use the treatment of insulin, OHA or the 
combination of them. Among these three treatments, the 
estimated value for combined treatment was 17.97 which 
showed that the mean change of RBS level of the patient 
who uses the combination of the treatment insulin and 
OHA decreased by 17.97 as compared to the patient who 
used the insulin treatment. That means that the 
combination of the two treatments has a greater 
contribution to the reduction of the random blood sugar of 
the diabetes mellitus patient opposed to the patient who 
uses the treatment of insulin. Patients who perform an 
exercise frequently, no-alcoholic and had no family 
aggregation (family history) can monitor their RBS well. 
This indicated that the rate of change in the random blood 
sugar in their body was higher than that of the alcoholic, 
had family history and who did not perform regular 
exercise. An individual with inherited susceptibility to the 
disease and who did not exercise was negatively 
correlated with the change in the RBS. These results were 
also consistent with finding of the study on Diabetes 
mellitus in the literature of this paper.  

The interaction effect of time with exercise, alcohol use, 
meat as a dietary type and with BMI shows the rate of 
change in the random blood sugar of the DM patients over 
time.  

The line equations of exercise activity with time given 
was as follows: 
 



 


 exercise performnot  opatient wh          Time, *14.82-415 

exercise perform  who    ,*43.1229.373 patientTime
Y  

 
From the mentioned two line equations, the rate of change 
can be determined based on the difference of the slopes. 
This showed that as the visiting time increased by one 
unit, the average rate of RBS for patients who perform 

exercise was decreased by the amount of 2.4 as 
compared to that of patients who did not perform exercise. 
And hence performing exercise was important for 
controlling the random blood glucose level in the body. 
The line graph was presented in Figure 6. 
A line equation of alcohol user having interaction over time 
was given as follows:  
 






patients alcolic-nonfor   Time, *8.99-335.99

patients alcolicfor     Time,*12.43-373.29
Y  

 
According to Figure 6, for a one unit increment of time, the 
average rate of change in the RBS level for DM patients 
who did not use alcohol, decreased by the rate of 3.44 as 
compared to patients who use alcohol. Therefore, this 
revealed that using alcohol increased the patients RBS 
level in higher rates compared to the non- alcoholic 
patients.  

The line graph of the interaction effect of time with the 
factor of alcoholic patients was also given in the Figure 7. 

A line graph equation of the interaction of dietary type 
with time is given below: 

  










dietfruit  aby  abid  whopatients  ,*43.1229.373

dietmeat  aby  abid  whopatients    ,*78.16421

Time

Time
Y  

 
Similarly, as can be seen from Figure 7, for a one unit 
increment of the visiting time of the patient, the expected 
or average rate of RBS level of patients who mostly eat 
meat increased by 4.35 as compared to the patient who 
abides by a fruit diet.   

Therefore, as can be seen from Figure 8, the patient 
must restrict the types and amounts of food they consume. 
They might also have to monitor their blood glucose levels 
at specific times during the day, and medication might be 
necessary  at  times  when  the  individual  is  engaged  in 
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Figure 7. Interaction of alcohol use with time. 
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Figure 8. Interaction of dietary type with time. 
 
 
 

social activities. 
 
 
Conclusion 
 
The mixed effects model developed was confirmed to be 
adequate for the prediction of RBS levels based on the 
available variable of health determinants. The pattern of 
mean change in RBS levels revealed a linear distribution 
that decreased over time. The coefficient of determination 
explained about 79% of variability in RBS level accounted 
by the predictor variables. From the individual profile of 
RBS, there was high variability between subjects and less 
variability within subjects. And also from the mean profile, 
the RBS level of the patients decreased over time which 
was also confirmed with the model that the estimate of 

time was negative. Among the indicator factors of RBS 
level, meat as a dietary type, patients who do not perform 
exercise and body mass index (BMI) correlated positively 
to the RBS level while the rest are negatively correlated. 
Hence, more attention was given to control the RBS level 
of the patients in relation to these factors. The linear 
mixed-effects model showed that time (duration of follow 
up), BMI, alcohol use, diet, exercise, education status, 
residence, age, family history and treatment type have 
significant influence on the RBS level (p<0.05). From the 
result of the study, patients who live in urban areas, has 
lower BMI levels, who had no family history, who were 
educated, did not drink alcohol and who used a 
combination of insulin and OHA treatment were better 
suited to control and reduce their RBS in their body over 
time. But the determinant factors of marital status and sex  
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were an insignificant variable which showed  that  there  
was no  significance  reduction between males and 
females over time but it does not mean that RBS was not 
decreased over time by sex. Similarly, the mean RBS 
reduction over time was not different among the category 
of marital status. 
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