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In this paper, an error concealment algorithm based on the multi-directional interpolation (MDI) was 
proposed. The algorithm has the capability to recover the damaged blocs, whether located in smooth or 
non-smooth areas. In the case of smooth regions, the missing coefficients were estimated by 
interpolating these coefficients with undamaged adjacent pixels. While, in the non-smooth areas (for 
example edge components), these blocks were portioned to at least four quarters, in the intention to 
exploit all border pixels. In the meantime, pixels of the border left and right were estimated with 
horizontal interpolation, pixels of the border top, and bottom were estimated with vertical interpolation, 
Whereas the remaining pixels of each quarter were simultaneously guessed with vertical and horizontal 
interpolation. Finally, another algorithm to convert pixels to feet proposed. The motivation behind the 
current implementation and the problem that we aim to solve lies on how to convert the size of the base 
and height of triangles from pixels-to-feet. In the intention to calculate the areas of these triangles, for 
the purpose of compensation. The experimental results showed that the number of pixels occurred and 
the error was relatively low. 
 
Key words: Error Concealment (EC), Multi-Directional Interpolation (MDI), image segmentation, edge detection. 

 
 
INTRODUCTION 
 
Error Concealment (EC) is a post-processing technique 
that has been researched so that a close approximation 
of the original signal from the decoder can be obtained by 
exploiting the correctly received information. Numerous 
techniques have been developed to face this problem. 
Chi et al. (2005), explained that parts of bit streams may 
be corrupted by noise over the wireless communication 
networks with error-prone channels, and some packets 
may be lost over the bandwidth limited networks when 
congestion happens. These situations would make the 
visual quality of the reconstructed video seriously 
degraded at the receiver side if no post-processing 
techniques are adopted. In recent years, some wavelet-
based coders Kim  et  al.  (2000) used  each  of  the  FEC 
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methods and multiple correlated bit-streams to transmit 
and decode each bit-stream independently, which 
provide additional error resilience at high loss rates Kim 
et al. (2004). 

The decoder, furthermore, applies a post-processing 
concealment procedure to the received bit-streams to 
conceal packets that cannot be recovered by using FEC 
and multiple bit-streams solely. Because of using the 
predictive coding and Variable Length Coding (VLC) in 
video compression Y. Wang et al. (2000), the trend will 
be confined to the applications of the passive 
concealment techniques to avoid network congestion and 
to reduce data transmission. The passive concealment 
does not result in perfect reconstruction of damaged 
blocks, but does not require any extra data, whereas 
active concealment transmits extra data at the decoder. 
Therefore, while this technique increases network 
congestion, it permits perfect reconstruction.  The  typical 



 

 
 
 
 
passive concealment techniques were proposed by 
Hemami and Meng (1995) and Shin et al. (1999). In 
general, those proposed techniques interpolate each 
damaged pixel in an error block from its corresponding 
pixel in the four neighboring blocks.  

In general, the discrete cosine transforms (DCT) is 
employed to transform time domain signals to frequency 
domain coefficients so that signal energies are 
concentrated in low frequency areas. Then, those 
frequency components can be effectively encoded with 
quantization and entropy encoding methods. Variable 
Length Coding (VLC) is further adopted to remove the 
statistical redundancy, where much more coefficients are 
zeros after quantization (Guo et al., 2009). The method in 
Lee et al. (2003) is a contour for coding the DCT-based 
image compression that supposed to prevent errors from 
propagating across the block boundary with an 
acceptable overhead. The method described in 
Tsekeridou and Pitas, (2000) is a spatial split-match EC 
method, which attempts to spatially match the top and 
bottom neighboring regions and conceal the region in the 
direction of the match. For clarification, in the case where 
the content of the local image has low details, this leads 
to the appearance of some unwanted effects (that is 
blurring and blockiness).  

In this paper, we need to apportion the damaged blocks 
into multi-geometric insets with the intention to facilitate 
the separation of both smooth and non-smooth areas 
with each other. In this proposal, and during the process 
of portioning, the attention was focused on how to create 
triangles from both damaged and undamaged areas for 
the purpose of compensation. The motivation behind the 
current implementation and the problem that the study 
intends to solve, lies on how to convert the lengths of 
each base and height of the triangles from pixels-to-feet 
in the intention to calculate the area of each truncated 
triangle for the purpose of concealment. As a result, this 
had greatly facilitated to extract both vertical and 
horizontal image gradients. In most cases, the image 
gradients were efficiently carried out either, by enlarging 
the target region to select the suited interpolation 
process, in which a professional restoration for 
concealing these patches with minimal deformation is 
needed, or by applying the mask operators. 
 
 
Earlier work 
 
Error concealment, are pragmatism uses for redeeming 
or assessing a data loss due to the transmission errors. 
Many of the proposed EC methods used the correlation 
process between the damaged blocks and undamaged 
adjacent blocks. Error concealment methods can be 
classified into three categories: 1) spatial error 
concealment, 2) temporal error concealment, and 3) 
spatial-temporal based error concealment. One of the 
most common aspects  found  in  the  spatial  continuities 
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was the proper usage of Markov processes. Markov 
processes are very beneficial in the statistical image 
forming an image manipulating implementation 
(Simchony et al., 1990). This might belong to their nature 
on local dependence. Moreover, the digital images 
contained a tremendous number of pixels, which can be 
utilized in so many applications as a problem solution, 
such as edge detection and image compression. 

In Kaup et al. (2005), another efficient scheme was 
applied to spatial error concealment, in which a 2D-DFT 
basis function for approximating surrounding error-free 
received image samples is achieved. Here, the area that 
corresponds to the lost macro-block is copied to the lost 
image area. Whereas, the method proposed in Hsia 
(2004), presents an efficient spatial interpolation process 
to reconstruct the corrupted image, and also to achieve 
special well-done quality for substantive image edges. In 
temporal EC methods, estimation of loss motion vectors 
MV's to the corrupted MB's is achieved according to the 
temporal redundant information (Suh and Ho, 2004). Al-
Mualla et al. (1999) proposed an approach to the 
temporal error concealment based on both bilinear 
motion field interpolation and boundary matching 
scheme. On the other hand, Zeng and Liu (1999) 
presented an MDI contour as one of the geometric 
structure schemes for such a problem Zeng and Liu 
(1999).  

Recently, several EC methods have been developed 
and employed, such as forward error correction FEC 
(Nafaa et al., 2008), layered coding (Fu et al., 2005), and 
multiple descriptions coding MDC (Wang et al., 2005). 
We found that the model proposed by Bajic (2006) is well 
known, and gives slightly better results than that in 
bilinear interpolation method proposed by Al-Mualla et al. 
(1999). The method in Tsekeridou and Pitas (2000), 
describes a new approach to the spatial split-match EC 
for concealing loss blocks, which attempts to spatially 
match top and bottom neighboring regions, and also 
conceals the region in the direction of the match. The 
conventional method lacks not only for producing artifacts 
but also edge discontinuities, if the content of the local 
image has low details. Kung et al. (2006), proposed a 
spatial and temporal EC technique for video transmission 
over noisy channels. Summarizing, this scheme is more 
efficient than the previous methods. First, spatial EC 
contour uses to compensate the lost blocks within intra-
coded frames, in which no meaningful temporal 
information is available. Secondly, a dynamic mode-
weighted EC method utilizes for replenishing missing 
pixels within the lost macro-block of inter-coded frames. 
For clarity, if neighboring incorrect macro-blocks were 
recovered within big-matching errors, this will do harm to 
reconstruct the next ones. To overcome the drags of the 
recovery dependency problems, Chen et al. (2005) 
proposed using the repetitive boundaries to assess the 
filling-in process. 

On the other  hand, Chung  et  al.  (2007),  proposed  a 
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mongrel error concealment MEC algorithm based-on the 
8-neighboring from the corrupted MBs. They classified 
the corrupted MBs into three sorts: 1) high variance sort 
HVS, 2) low variance sort LVS, and 3) dominance sort 
DS. Moreover, the proposed MEC method can easily be 
determining what kind of EC method should be utilized to 
recover the damaged MB. To date, there have been only 
a few processors related to the impact of the blurring 
resulting from the edge detection process, in which 
secondary-order derivative is achieved. Rombaut et al. 
(2009), suggested an adaptive EC method for both low 
and high-frequencies coefficients based on a 
heterogeneous Gaussian Markov random field model 
GMRF. On the other hand, novel concepts for boundary 
matching, such as multiple frames of still images (Lee et 
al., 2001) used to match the boundaries, which utilize the 
boundary fleecy property in the decoded and succeeding 
frames, and also the best matching block (Feng et al., 
1997) used to modify the boundary matching process to 
assess the best matching block in the reference frame for 
recovering the corrupted MB have been considered. An 
interpolation scheme is commonly used as an empirical 
model which is developed to interpolate the pixel values 
in the error blocks EB, by using the pixels within the 
adjacent matchable blocks is suggested in Li and 
Orchard (2002). This method does not provide a perfect 
solution to non-smooth areas. Wang et al. (1998) 
proposed new spatial EC approach towards 
neighborhood matchable error concealment (NMEC) 
based-on a priori information block wise similarity within 
the image to be filled. Li et al. (2002) discuss how image 
data in the corrupted patches can be recovered in a 
sequential style, so that efficient reconstruction can be 
achieved with the successfully received pixels, and also 
on the previously recovered ones.  

The following approaches applying both the biased 
anisotropic diffusion contour and the total variation as an 
alternative to the first had been proposed (Yang and Hu, 
1997; Gothandaraman et al., 2001). Similar approach to 
the previous methods has been suggested in Alter F, et 
al. (2004). This new method uses a weight total variation 
to minimize the impact of the blurring.  

Keeping in mind that we want to avoid both the blurring 
and the blocking influence for those proposed methods. 
For clarity, these influences have been formulated into 
energy minimization problems. Rongfu et al. (2004) 
proposed a content adaptive error concealment 
technique, in which edge information extracted from the 
surrounding blocks is used. Here, the EB is classified into 
three categories: 1) uniform block, 2) edge block, and 3) 
texture block. 

There is another pair of approaches of two errors 
pliable coding lay-outs: 1) wavelet-based image 
transmission based on the data involved, and genetic 
algorithms GA's and proposed by Kang and Leou (2006). 

In this scenario, JPEG-2000 images must be analyzed 
into six wavelet levels (levels 0 to 5).  At  the  transmitting 

  
 
 
 
side, for levels 0 to 2, some meaningful data serviceable 
for EC performed at the decoder is elicited and guarantees 
to the compressed image bit-stream. At the receiving side, 
the meaningful data for each corrupted code block is elicited 
and utilized to facilitate error concealment, whereas, for 
levels 3 to 5. The coefficients of each corrupted code block 
are replaced by zeros. To achieve more image coefficients, 
super-resolution methods are utilized to process image 
sequences for the purpose of obtaining still images as well 
as improving resolution. The method suggested in Wang 
et al. (2010), is an example to the image super resolution 
SR approach based on discovering the sparse 
association between input image patches and a large 
example image patch set.   

The determination order of an adaptive error conceal-
ment AEC for the EB within a connected region has been 
proposed in Qian et al. (2009). The AEC for the macro-
blocks is determined according to the external macro-blocks 
pattern information rather than the conventional raster scan 
mode. The method proposed by Persson et al. (2008) is a 
Gaussian mixture model GMM. This method used to 
improve the peak signal-to-noise ratio compared to the rest 
of the other traditional methods. Moreover, it is 
asymptotically optimal, in the case where the number of 
mixture components goes to infinity. Here is another 
similar hybrid-EC technique, where a mixture-based 
estimator and least squared technique are used to solve 
the problems of the spatio-temporal error concealment 
(STEC) have been proposed in Persson and Eriksson 
(2009). To compare the STEC technique with the GMM 
technique, the new technique is be based on more 
surrounding pixels to the lost block, while maintaining a low 
computational complexity. Below is another suggested 
technique for EC, in which PDE-based algorithm used to 
refine the reconstruction process, for reducing the blocking 
influence, and also well-preserve for the reference structure 
of macro-block (Chen et al., 2008).  

The work in Ma et al. (2008), concerned with multiple 
descriptions coding (MDC), and also known as dispersive 
packetization. Here, the MDC divides the video stream 
into equally multiple streams, which are sending to the 
destination through different channels. Moreover, an 
innovator of multi-hypothesis error concealment (MHC) 
was suggested, in which a number of the video frames 
after the loss, are error-concealing instead of decoding 
directly. In fact, simultaneous temporal-interpolation used 
in improving the reconstructed video quality in Park et al. 
(2009), can be introduced as an error tracking model, to 
estimate both the concealment and propagation errors of 
EC method using this model. 
 
 

MATERIALS AND METHODS 
 

Proposed method 
 

Figure 1 shows the MDI proposed interpolation innovator. 

Where, ,,, HLVBVT PPP and HRP , are the vertical top, vertical 

bottom, horizontal left, and horizontal right adjacent pixels, 
respectively. In this paper,  the  interpolation  process  achieved  so 



 

Al-Azzawi et al.          55 
 
 
 

PVT 

PVB 

P
H

L
 

P
H

R
 

 
 
Figure 1. The proposed error concealment innovator. 
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Figure 2. The first-step for the vertical and horizontal interpolation for border pixels. 

 
 
 
that artifacts (for example blurring, blocking, etc.) were degraded to 
the minimal extent. In the meantime, pixels of the border: left, right, 
top, and bottom was estimated either with horizontal or vertical 
interpolation analysis, respectively. While, the remaining pixels of 
each quarter were simultaneously guessed with both vertical and 
horizontal interpolation analysis. The proposed technique had the 
capability to successfully reconstruct the image details for both low 
and high sub-band frequencies. At first, we needed to decide 
whether the missing blocks occurred in smooth or non-smooth 
areas. In the case of smooth regions, the loss coefficients are 
estimated   by   interpolating   these   coefficients  with  undamaged 

adjacent pixels. While, for non-smooth regions (for example, edge 
components), the damaged blocks were portioned into sub-
damaged blocks, for the purpose of exploiting all the border pixels, 
this leads to a significant reduction in the effects of each of the 
blocking and  blurring. 

Figure 2, shows the first step of our proposed method, for 
estimating the border missing pixels. In this context, the guessed 
results to the four quarters were carried out by apportioning those 
quarters to two matrices: 1) the border matrix, and 2) the inner 
matrix. Figure 3 shows the second step of our proposed method 
used   to   conceal  the  remaining  coefficients  (for  example,  inner  
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Figure 3. The second-step for interpolating the remaining 

inner matrix cells. 
 
 
 

matrix). Here, each element from this matrix was estimated with two 
fresh adjacent border pixels, for example, one from vertical border 
pixels and one from horizontal border pixels respectively. Let us 

now consider the missing block. Let ),1010(, ×=SPS SP , be 

the pixel size. In this case, the cell's number of each quarter is 

55×  pixels. Here, only ),(1 jiP was interpolated either by the two 

vertical adjacent pixels ),(),,( 61 jiPjiP VTVT  or by the two 

horizontal adjacent pixels ),(),,( 21 jiPjiP HLHL as shown in 

Equation 1 and 2: 
  

),(),(),( 62111 jiPwjiPwjiP VTVT ×+×=                       (1)                                                                               

                                                                                                                             

),(),(),( 22111 jiPwjiPwjiP HLHL ×+×=                       (2)                                                                                                                                                                                                             

                                                                                                                                                                                    

Where, 2& ww  are scalar parameters. 

 
Whereas, remaining four border pixels located at the top. 

432 ,, PPP , and 5P  were interpolated by the two vertical adjacent 

pixels. Similarly, remaining four border pixels located at the left 

,,, 312111 PPP and 41P  were interpolated by the two horizontal 

adjacent pixels, as shown in Equation 3 and 4: 
 

),(),(),( 72212 jiPwjiPwjiP VTVT ×+×=                      (3) 

                                                                                                                      

),(),(),( 423111 jiPwjiPwjiP HLHL ×+×=                     (4)                                                                            

                                                                                                                                                                                                                                                                            

Finally, to guess the remaining cells for the 44×  inner sub-matrix 
requires us for exploiting the estimated results of the border cells at 

the top and the left respectively. Here, ),(12 jiP can be estimated 

as shown in the following formula. 
 

),(),(),( 1122112 jiPwjiPwjiP ×+×=                            (5)                                                                                                                                                                                      

Let us now consider that the pixel 12P is the missing pixel. The 

mean absolute difference (MAD) can be expressed as: 
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Where, SS  is a search vector that is from MtoM −−−  if the 

block size is to be )( MM × . Accordingly, we can evaluate the 

best match (BMA) with respect to the minimum (MAD) value as 
shown: 
 

MtoMfromSSMADMinBMA SS −−−= ,)),(.(          (7)                    

                                                                                             

To ensure finding an appropriate vector to match the blocks 1p , 

and the blocks 112 , pp  in the boundary after comparing 2M 

MADS, the vector can be exploited to give direction to the edge for 

the corrupted block. If, the direction is between
oo 450 → , the 

perfect match should be appointed between the blocks 

,2p and 3p . In other cases, if the edge direction is located 

between 
o90 and

o135 , the perfect match should be appointed 

between 1p  and 2p . Furthermore, if the guessed outcome of the 

perfect match value is less than the threshold, this emphasizes that 
there is a meaningful edge or fleecy patch among adjacent blocks. 
Meanwhile, the interpolation process was achieved between the 
lost pixels and the undamaged adjacent pixels along the direction of 
the perfect vector. This can be assessed by using the following 
format: 
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Where, N  is the maximum number of pixels to be interpolated 

with the required direction. 1D  and 2D  are the distances between 

pixels to be interpolated in the process of the best boundary 
matching. 

 
 
Smooth error concealment 

 
Figure 4 illustrated the guessed results of the proposed technique, 
which were very convincing in terms of visual quality to the 
reconstructed image, through enlarging of the concealing region. 
Although, the simulation has been carried out with images that have 
high resolution, we have seen that the area of concealment does 
not show any significant effects whatsoever. Considering, the 
procedural steps for concealing the first quarter was carried out in 
smooth regions. Let us view a similar example but now with image 
snapshot of computed tomography (CT). Figure 5 illustrates the 
procedural steps of our proposed technique for concealing patches 
that occurred within smooth regions. Further, the concealment 
included only the smooth part of the corrupted patch in the center of 
the snapshot. 

 
 
Edge detection 

 
An edge is a hop in intensity, or a curve that tracks the transition of 
rapid change in image intensities. There are many methods to 
perform edge detection, most of these methods can be classified 
into two categories: 1) gradient, and  2)  Laplacian.  In  the  gradient  
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Figure 4. Steps of concealment to the first quarter of image, in which the damaged patch occurred 

within a smooth area; (a) top border; (b) left border, and (c) 4x4 inner matrix cells. 
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Figure 5. The procedural steps of our proposed technique for concealing the damaged patches of a CT image; (a) 
damaged area; (b) concealing of the first patch; (c) concealed area; (d) concealing of part of a smooth area from the left 
side; (e) concealing of part of a smooth area from the right side.  

 
 
 
method, the edges were detected by viewing for both maximum and 
minimum magnitude in the first derivative of the image, whereas, in 
a Laplacian method these edges were detected by inspection for 
zero-crossings in the second derivative of the image. Here is 
another method that shows how to detect the edges, whereby the 
trend was in the correct format and on the uses of wavelet 
transformations. Here and limitedly, decomposition of the Haar-
wavelet for two-dimensional images produced substantially edges 
maps from vertical, horizontal, and diagonal analysis. 

Technically, edge detection operator, is a discrete differentiation 
operator used to calculate the intensity image gradients 
approximations. Typical image edges had been calculated in two 
different ways: 1) by finding the best parameters to be used with a 
set of test images, and 2) by adapting of these parameters for each 
test image. For clarity, the most beefy edge detection method, in 
which the edge was an already true edge was the canny method. 
The canny edge detector was used to optimize so many edge 
detectors. Accordingly, it is used for smoothing the images to 
remove the noise as well as, finding image gradients to display 
patches with the high spatial derivatives. In this paper, each 
gradients magnitude and gradients orientation were expressed in 
terms of the following directional derivatives: 

),( jiIv∂ and ),( jiIh∂ . The gradients' magnitude was 

calculated as: 
 

22
)),(()),((),( jiIjiIjiI hv ∂+∂=∇                             (9)                                                                              

                                                                                                          

Where, ),( jiI  is a continuous image, i  and j  are the row, and 

column coordinates respectively. 

And the gradients' orientation was given by the following format: 
 

( ))),(),(),( jiIjiIArcTanjiI vh ∂∂=∠∇                     (10)                                    

 
The magnitude of the edge gradient identified by the Local 

maximum in ),( jiI . In the case where the first derivative had 

given the maximum magnitude, the second derivative is zero. For 
this reason, an alternative edge-direction strategy to locate zeros of 

the second derivatives of ),( jiI  was required, and differential 

operator called zero-crossing edge detectors was the Laplacian: 

 

( ) ( ) ),(),(),( 22 jiIjiIjiI hv ∂+=∂∆                                      (11)                                                               

                                                                                                                       
Practically, finite difference approximations were achieved by using 
first-order directional derivatives, and were performed by a pair of 
masks, say and (for example Sobel, Roperitts, etc.) vertical and 
horizontal masks. Officially, these were linear-phase FIR filters used 
for attenuating the increase in pixel noise due to the differentiation. 
A convolution of the target image with these two masks gave two 
directional derivative images and respectively. Image gradients 
were traditionally calculated as follows: 
 

22

hv gg +=∇                                                                         (12)                                      

                                                                                                                                 
Or, alternatively using: 
 

hv gg +=∇                                                                          (13)                                                
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Figure 6. Canny edge detector, horizontal gradient, threshold = 0.15, sigma = 2, theta = -45 degree. 

 
 

  

 
 

 
Figure 7. Canny edge detector, vertical gradient, threshold = 0.15, sigma = 2, theta = -45 degree. 

 
 
 

Table 1. Canny edge detector, vertical and horizontal gradients, threshold = 0.15, sigma = 2, 
theta = -45 Deg. 
 

0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 1 1 0 0 0 0 1 1 0 

0 0 1 1 0 0 1 1 1.4142 1.4142 0 0 0 

0 1 0 0 0 0 1 1 0 0 1 0 0 

0 1 0 0 0 1 0 0 0 0 1 0 0 

0 1 0 0 1 0 0 0 0 0 1 0 0 

0 0 1 0 1 0 0 0 0 0 1 0 0 

0 0 1 1 0 0 0 0 0 1 0 0 0 

0 0 1 1 0 0 0 0 0 1 0 0 0 

0 0 1.4142 0 0 0 0 0 1 0 0 0 0 

0 1 0 1 1 1 1 1 0 0 0 0 0 

0 1 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 
 

0 – No Edge, 1 – Initial Edge, 1.4142 – Edge.  
 
 
 

Where, edge direction information is given by: 
 

( )vh GGji 1tan),( −=α                                                      (14)                                                                 

                                                                                                                                           

The spatial gradient, [ ] 2122),( hv GGjiI += , and edge 

direction ( )vh GGji 1tan),( −=α , were evaluated at each 

point. Figure 6 and 7 shows the simulated sketches to our proposed 
technique  based  on  the  Canny  edge  detector.  Considering,  the 

simulation was achieved for the purpose of eliciting both vertical 
and horizontal image gradients by adopting the gradient direction 
with different angles. Table 1, explained that the ideals of the true 
edges, the pixels that have values of more than one. 
 
 
Pixels-to-length conversion 

 
Figure 8, shows a live CT image (512x512 pixels, 24-bit-depth), this 
image included on damaged patches were different in size and 
location, placed under the test for the purpose of  concealing  these  



 

 
 
 
 

 
 
Figure 8. A CT image, 512x512 pixels, 24-bit-depth, 
contains on corrupted patches with various sizes and 
locations. 

 
 
 

 
 
Figure 9. The block diagram of the similar triangle 
field of view (FOV). 
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Figure 10. The block diagram of the image 

displacement. 

 Al-Azzawi et al.          59 
 
 
 
patches. To compensate these damaged patches from non-
damaged areas of the same image details of those patches, the 
edge components between the smooth and the non-smooth areas 
were separated. However, the damaged patches occurred in the 
smooth areas were successfully concealed by applying our 
proposed technique. Referring to Figure 8 again, we directly 
focused on the patch located at the middle of this snapshot, this is 
because both sides of this patch have been contained on the 
edges. Nevertheless, the vertical and horizontal image gradients 
were efficiently extracted from this patch. At first, we portioned this 
patch and then concealed their smooth parts. In the meantime, the 
concealed area has been enlarged, for the possibility of separation 
between the smooth and non-smooth areas in addition, to flexibility 
in dealing with artifacts. Here, some triangular forms emerged, 
which we found difficult to deal with, and specifically the manner to 
be followed to compensate these forms from un-damaged 
neighbors.  

To fill-in these damaged triangles from areas that carry the same 
details, after the creation of similar triangles and in an effective 
manner. It, therefore, needed to propose an efficient innovator to 
actualize this purpose. The motivation behind the current 
implementation and the problem that we aim to solve, lies on how 
to convert the lengths of the base and height of those triangles from 
pixels-to-feet to calculate the areas of these truncated triangles for 
the purpose of compensation.  

Geometric computation of the height of these triangles was 

calculated by using the geometric algebra, and the angle "θ " was 

utilized to bring on the width of the field of view (FOV). Figure 9 
explained the basic concepts to calculate both the height and base 

of the triangle, after halving the angleθ . Therefore, the length of 

the base should be converted from pixels to feet to obtain 
appropriate height. Let us now consider the time between 

successive truncated triangles dt , and also the velocity of 

portioning, GPSV .  

 
 

,sec/ ondftVGPS =     onddt sec=                 (15)                                                                                           

 
 
The displacement in Figure 10 between   and   illustrated the shift in 
location between the image of two pixels for both vertical and 
horizontal directions. So, the displacement   between   and   was 
given in the following format: 
                                                                                                                             

PixelsVHD QQ ,22
' +=→                                      (16)  

 
 

Where H and V are the offsets between similar triangles for both 

horizontal and vertical directions respectively. For clarification, from 
the basic concepts of image processing, the velocity was calculated 
by the proportion of pixel displacement to the time required to 
truncate those triangles.    
 

SecPixels
dt

D
V

QQ
PIX /,

'→
=                                  (17) 

 

This velocity PIXV   indicates to the speed of the images 

in ondpixels sec . Since the length of the base of the image 

was in pixels, we needed to know how many   in order to find the 
corresponding height in feet. The two velocities were combined to 
find the unit conversion: 
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Figure 11. A flowchart of the proposed error concealment.  
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/

sec)/(

sec)/(
==                                    (17)                                                                 

                                                                                                                                                                                                                                                         

where R is the ratio between the displacement in feet to the 

displacement in pixels  for a given triangle image.  

 
In this context, and to find the height of the triangle image, we need 
to exploit the base length of the triangle image in   to recover the 
size of the image in feet.  Since the length of the triangle base in 

pixels   is already given by the viewing after enlarging the triangle 

image. Let us now assume the actual size of the base of the 

triangle image. Let PA , be the size of the base of the triangle 

image and given as: 
 

pixelsPONAP ,..=                                                                  (18)                                                                                                                                                                                       

                                                                                                

where, NOP  is the number of pixels. In this case, the 

corresponding size of the base triangle image in ft  is given as: 

 

ftpixels
pixels

ft
ARS P =××= ,                                                   (19)                                                              

                                                                                           
Meanwhile, the height of the truncated triangle is calculated as: 
 

hQQ /'5.02tan ×=θ                                                            (20)                                                        

                                                                                                                                                                                                    
And, 
 

 
2/tan

'5.0

θ

QQ
h

×
=                                                                           (21)                          

                                                                                                                             
Finally, we are able to successfully calculated the area of the 
estimated similar triangle by using "Hero's Formula" without 

applying θ  as: 

 

)()2/'()( VSQQShSSArea −×−×−×=                  (22)                                                        

                                                                                                                                                                                                                                

Where S , is the semi-perimeter, and also given as: 

 

hVQQPerimeter ++= 2/'                                             (23)                                       

                                                                                                                             
 And, 
                                                                                                      

2

2/' hVQQ
S

++
=                                                                          (24)                                 

 

In order to conform with the validity of the performance efficiency of 
the proposed methods mentioned, a flowchart for concealing 
various patches based on the sort of method used in the 
concealment has been suggested. Figure 11 explained the 
proposed flowchart steps, in which patches of smooth and non- 
smooth   are   characterized.   Further,   classification   of  damaged 
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Figure 12. Safa. jpg (400x300x3 pixels, 24-Bit-depth) (a) Corrupted image (b) The first step to conceal the smooth regions (c) 

Second step to conceal (d) Edge region (e) The zooming-in for the edge region (f) Concealed image. 
 
 
 

 
 
Figure 13. The Malaysian Working-woman image; (a) damaged image; (b) concealing of a smooth area; (c) 
concealing of a non-smooth area; (d) the concealed image. 

 
 
 

 
 
Figure 14. The compensatory truncating between triangles that contain on similar details 

from both damaged and undamaged regions. 
 
 
 
patches within the locations of occurrence is considered as an 
effective indicator to extract the edges as well as flexibility in 
dealing with the effects that may appear during the process of 
filling-in of those patches. 

 
 
SIMULATION AND RESULTS 

 
Results of the proposed algorithms for each of the error 
concealment based on the multi-directional interpolation, 
and algorithm for converting of pixels to the feet, which 
had been submitted to the chains: Safa image, snapshots 
from CT image, and the Malaysian working woman 
image. The main problem that faced the process of filling-
in the damaged patches for these images were the 
edges. These edges, and specifically in the regular areas 

created some small artifacts, for example, the impacts of 
each of the blurring and the blocking. For clarification, 
these influences were tackled to a limited extent, through 
the use of smooth candidates. Figures 12 and 13, 
showed the steps of concealment of chains of those 
images. 

From these figures, we noted that the concealment for 
each of Safa and the Malaysian working woman were 
very close to the original images, except for somewhat of 
the impact of the blurring had been emerged. On the 
other hand, extracting the edges from image gradients 
introduced some unwanted deformations, which 
appeared after enlarging the filling-in areas. As a result, 
reflected negatively on the quality of visual images, which 
have been reconstructed. Figure 14 illustrated the 
proposed   method   for    compensating    the    damaged  
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Figure 15.  Results of the proposed second algorithm; (a) the edge region before truncating;  (b) the region to be concealed; (c) 
concealing of a left-hand triangle; (d) concealing of a right-hand triangle; (e) concealing of middle-triangle; (f) smooth region (g) the 
concealed region; (h) the concealed image. 

  
 
 
triangles within the smooth and non-smooth areas. 
Practically, the damaged patch at the middle were 
portioned into a set of homomorphous triangles, in which 
each triangle has been compensated with 
homomorphous image details within a similar non-
damaged area. To eliminate the influences for both the 
blurring and the blocking, that may cause to loss the 
information at the high frequency areas, and also the 
imperfect loss after the reconstruction process. We have 
examined the performance of the process of the filling-in 
by forcing the proposed technique to a series of 
comprehensive tests. Here, the test included damaged 
patches, which were different in size and location and 
also within areas of smooth and non-smooth. 

Figure 15 showed the procedural steps of our proposed 
algorithm, keeping in mind that we were carefully focused 
at the target area to examine the visual quality of the 
image, specifically on the portions that have been 
concealed. This was accomplished by enlarging the 
areas  of  filling-in  of   these   images.   Accordingly,   the 

enlarging image in Figure 15 (g) showed the area of 
concealment. The region does not contain any impacts. 
 
 
DISCUSSION 
 
We have demonstrated that the proposed technique and 
during the discussion of the results were convincing and 
efficient. So we were forced to re-simulation with more 
than one snapshot to prove the efficiency of the proposed 
technique. In this paper, we adopted a simulation of 
seventeen live snapshots. Tables 2 and 3, described the 
simulation results of seventeen medical snapshots with 
unremitting motions. In this simulation, the results 
showed the total number of pixels that have occurred in 
error. Often, the results were very close to the desired 
values, as shown in the simulation graphs. To implement 
the results obtained from the above tables, Figure 16 
explained the relationship between the total number of 
pixels of the tested patch and the magnitude of the pixels. At  
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Table 2. A CT-image (512x512x3 pixels, 24- Bit-Depth) 24- Bit-Depth, 11x31 missing pixels, 
seventeen snapshots with slow unremitting motions. 
 

No. of snapshot No. of pixels in error Error value 

Image-1 10 0.0432 

Image-2 12 0.0519 

Image-3 7 0.0303 

Image-4 6 0.0259 

Image-5 6 0.0259 

Image-6 2 0.0086 

Image-7 4 0.0173 

Image-8 5 0.0216 

Image-9 8 0.0346 

Image-10 6 0.0259 

Image-11 9 0.0389 

Image-12 11 0.0476 

Image-13 10 0.0432 

Image-14 12 0.0519 

Image-15 18 0.0779 

Image-16 23 0.0995 

Image-17 23 0.0995 
  
 
 

Table 3. A CT-image (512x512x3 pixels) 11x21 missing pixels, seventeen 
snapshots with slow unremitting motions.   
 

No. of snapshot No. of pixels In error Error value 

Image-1 0 0 

Image-2 0 0 

Image-3 1 0.0001 

Image-4 0 0 

Image-5 1 0.0001 

Image-6 2 0.0058 

Image-7 5 0.0146 

Image-8 5 0.0146 

Image-9 6 0.0175 

Image-10 13 0.0381 

Image-11 11 0.0322 

Image-12 11 0.0322 

Image-13 9 0.0263 

Image-14 17 0.0498 

Image-15 23 0.0674 

Image-16 15 0.0439 

Image-17 44 0.129 
 
 
 

the same time, the sketches showed percentages of pixels 
occurred in error. In most cases, the algorithm gave good 
and convincing results. 
 
 
Conclusions 
 
In this paper, two algorithms were proposed, the first 
algorithm was a low complexity error concealment based  on 

a multi-directional interpolation, while the second was used 
to convert pixels to feet. In the MDI, the damaged blocks 
were efficiently recovered whether located in smooth or non-
smooth areas. In the case of smooth regions, the loss 

coefficients were estimated by interpolating these 
coefficients with the undamaged neighbors. While, for 
non-smooth regions (for example, edge components), 
these blocks were portioned into at least four quarters, 
with   the   intention   to  exploit  all  border  pixels.  In  the
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Figure 16. The relationship between the total number ( )231:1  for the matrix pixels ( )2111×  and the magnitude of each pixel; (a) two 

pixels in the error; (b) four pixels in the error; (c) eight pixels in the error; (d) twelve pixels in the error, while, rates of error were 

( )0519.0,0346.0,0173.0,0086.0 , respectively. 

 
 
 
meantime, pixels of the border left and right were 
estimated with horizontal interpolation, and pixels of the 
border top, and bottom were estimated with vertical 
interpolation. The remaining pixels of each quarter were 
guessed with vertical and horizontal interpolation 
simultaneously. 

The lengths of each base and height of the triangles, 
which was truncated from damaged and undamaged 
patches were converted from pixels to the feet. The 
motivation behind this work is to overcome the effects of 
each blurriness and blockiness specifically, with areas 
that contain the edges. Experimental results were very 
close to the desired values as shown in the simulated 
graphs. The likelihood of our proposed algorithm for error 
concealment in various image regions was a distinct and 
as summarized in the Tables 1 and 2, respectively. 
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