
Scientific Research and Essays Vol. 5 (11), pp. 1274-1283, 4 June, 2010 
Available online at http://www.academicjournals.org/SRE 
ISSN 1992-2248 © 2010 Academic Journals 
 
 
 
 
 
 
Full Length Research Paper 
 

The use of  artificial neural network for prediction of 
grain size of 17-4 pH stainless steel powders 

 
Tayfun Fındık1,  �akir Ta�demir2* and �smail �ahin1 

 
1Faculty of Technology, Gazi University, 06500 Ankara, Turkey. 

2Technical Science College, Selcuk University, Campus, 42075, Konya, Turkey. 
 

Accepted 16 March, 2010 
 

This study is aimed to deals with artificial neural network (ANN) approach for prediction grain size (GS) 
of 17 - 4 pH stainless steel powders. Experimental data which were obtained from experimental studies 
in a laboratory environment have been used for this modeling. Using some of the experimental data for 
training and testing an ANN for GS was developed. In these systems, output parameters GS has been 
determined using input parameters including environment, time, speed, ball diameter, ball ratio, and 
material. When experimental data and results obtained from ANN were compared by regression 
analysis in Matlab, it was determined that both groups of data are consistent. The correlation coefficient 
between estimated GS values and experimental data obtained are 0.99 for traing and 0.98 for testing 
respectively. The correlation coefficient is closely to 1. This coefficient shows that there is a strong 
relationship between these data. Also, the accuracy rate was 98.97% for GS. As a result, it has been 
shown that designed ANN can be used reliably in powder metallurgic industry and engineering.  
 
Keywords: Artificial neural network, mechanical milling, garin size.  

 
 
INTRODUCTION 
 
One of the problems encountered in modern technology 
is to obtain some of the metal alloys. For instance, it is 
very difficult to get an alloy by mixing a low melting and a 
high melting point metals through traditional alloying 
techniques. Although, the two metals that have these 
aspects help in the making of liquid solution, while they 
are solidifying, the component which is the lower melting 
point separated (Benjamin, 1988). In addition, though the 
new materials are harder, tougher and lighter than the 
materials produced by means of traditional techniques, 
there is a demand for the designing and development of 
the new materials (Suryanarayana, 2001). These 
demands have led to the improvement of a new tech-
niques in the recent years. One of these techniques is 
Mechanical Alloying (MA). With this method, it is possible 
to produce new alloys that are impossible to be produced 
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with traditional methods. MA is a powder proccessing 
technique. By using this technique, homo-genous 
materials from the element powder mixture is obtained. 
This technique was developed by John Benjamin and his 
fellows Paul D. Menica Research Laboratory of the Inter-
national Nickel Company (NCO) in 1966. Here, with the 
help of the heat resistance and the mixture of the oxide 
dispersal and the resistance of high heat, the Ni-based 
super alloys were produced. These alloys with their 
corrosion resistance were suitable in the making of gas 
tribune engines (Benjamin, 1976; Benjamin, 1989; 
Benjamin, 1990). MA is high energetical and dry ball 
milling method which is used for interesting and com-
mercial materials. After ball milling of Ni–Nb system in 
1983 and Y–Co intermetalic in 1981, the method has 
been termed as unstable milling technique (Ermakov, 
1981; Koch et al., 1983). In mechanical alloying/milling 
process, various mills are used. These mills have various 
sizes and one can select one of them according to their 
needs. 

For  this  type  of  experimental  work,  experts   and   special  
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Table 1. Chemical compositions of 17-4 precipitate hardened stainless steel powders. 
 

 Cr Ni Cu Nb Si C(ppm) Balance 
Gas atomized (p101) 15.4 4.7 3.2 0.02 0.4 23 Fe 
Water atomized (p104) 16.1 4.9 4.1 0.05 0.3 32 Fe 

 
 
 
equipment are needed. Also, this type of work causes 
loss of cost, time and labour force. Artificial intelligence 
methods to eliminate the disadvantages and drawbacks 
of this type of methods can be used. Nowadays, compu-
ters are used in a wide variety of fields in engineering 
fields especially metallurgy sector. ANNs are information 
processing systems and since their inception, they have 
been used in several areas of engineering application. 
The researchers have used neural network techniques to 
develop prediction models for mechanical properties of 
materials. ANNs have been trained to solve non-linear 
and complex problems that are not exactly modeled 
mathematically.  

ANNs eliminate the limitations of the classical 
approaches by extracting the desired infor-mation using 
the input data. Applying ANN to a system needs sufficient 
input and output data instead of a mathematical equation. 
Furthermore, it can continuously re-train for new data 
during in operation, thus, it can adapt to changing of the 
system (Dincer et al., 2008; Ta�demir et al., 2008; 
Kalogirou, 2003).  

There have been many investigations with ANN in 
metallurgy, some are briefly mentioned below. Predic-
tions of the process parameters of metal powder perform 
forging using artificial neural network (Ohdar and Pahsa, 
2003), an artificial neural network model for toughness 
properties in microalloyed steel in consideration of 
industrial production conditions (Çöl et al., 2007),  deter-
mination of residual stresses based on heat treatment 
conditions and densities on a hybrid (FLN2-4405) powder 
metallurgy steel using artificial neural network (Kafkas et 
al., 2006), a neural network approach for solution of the 
inverse problem for selection of powder metallurgy 
materials (Smith et al., 2002), a neural network approach 
for selection of powder metallurgy materials and process 
parameters (Cherian et al., 2000), analysis of stress ratio 
effects on fatigue propagation in a sintered duplex steel 
by experimentation and artificial neural network 
approaches (Iacoviello et al., 2004), mapping the input–
output relationship in HSLA steels through expert neural 
network (Datta et al., 2006), prediction of the amount of 
PCA for mechanical milling (Zhang et al., 1999), applica-
tion of artificial neural networks for modeling correlations 
in titanium alloys (Malinov and Sha, 2004), failure of 
carbon/epoxy composite tubes under combined axial and 
torsional loading 1. Experimental results and prediction of 
biaxial strength by the use of neural networks (Lee et al., 
1999) are some examples were ANN is used.  

The purpose of this article is to provide a methodology 
for predicting the GS.  To  acquire  data  for  training  and  

testing the proposed ANN as a mechanical alloying/ 
milling attritor was used. By using this attritor, optimum 
processing parameters such as milling time, milling 
speed, diameter and the amount of the milling balls, 
milling atmosphere and raw material properties were 
determined when mechanical milling of gas and water 
atomized 17 - 4 pH stainless steel powders. After milling, 
powder size analyses and microscopic studies were 
carried out for the characterization of received and milled 
powders. It was observed from the results of the present 
investigation that for 17 - 4 pH stainless steel powders, 
optimum properties were obtained for milling at 500 rpm 
in an inert atmosphere by using 250 g of 10 mm diameter 
balls. In the modeling, Experimental data, which were 
obtained from experimental studies, have been used. 
This study was aimed to deal with ANN approach for the 
prediction of GS. 
 
 
EXPERIMENTAL PROCEDURE AND DATA 
 
In this study, 17 - 4 precipitates hardened stainless steel powders 
that are produced with water and gas atomization were used for 
mechanical milling process. These powders were obtained from 
Mannessmann Demag GmbH Company in Germany. The chemical 
compositions of 17 - 4 precipitate hardened stainless steel powders 
are given in Table 1. 

The Experimental study was performed by using mechanical 
alloying/milling mill (Figure 1). The devices show chamber mixing 
arms and a two-dimensional figure of mechanical alloying/milling 
system, respectively. This system was designed and constructed at 
the Laboratories of Technology Faculty of Gazi University. The 
mechanical alloying mill has a variator that has 50 Hz power of 
rounding. This variator also has control over the speed of mill and 
can stop the mill. The mill has a motor that include a power of 50 Hz 
and control the milling options. To determine the velocity of the 
shaft that turns around the milling arms, a digital photo tachometer 
with a capacity of 25 - 2500 rpm angular velocity was used. Alloying 
chamber and mixture arms were made of stainless steel and the 
cooling tank was made of cast aluminum. However, to prevent 
friction during running and the over-heat on milling chamber, a 
water input/output system between the milling chamber and the 
cooling tank was installed. 

The alloying mill with a charge rate of 20:1 for balls and powders 
that are weighed in 1:1000 sensitive scales and this charge rate 
was kept fixed for all the experiments. After running the attritor, the 
balls and milling powders were put from the cover of cooling unit 
into the chamber and the mechanical milling process was started. 
The Experimental studies were carried out using six different para-
meter and their coded as A (Enviromental: Ar, Speed: 500 rpm, Ball 
diameter: 10 mm, Ball ratio: 250, Material: 17 - 4 pH gas atomized), 
B (Enviromental: Air, Speed: 500 rpm, Ball diameter: 10 mm, Ball 
ratio: 250, Material: 17 - 4 pH gas atomized), C (Enviromental: Ar, 
Speed: 500 rpm, Ball diameter: 10 mm, Ball ratio: 350, Material: 17 
- 4 pH gas atomized), E (Enviromental: Ar, Speed: 500 rpm, Ball 
diameter: 12 mm, Ball ratio: 250,  Material: 17- 4 pH gas  atomized),  



1276            Sci. Res. Essays 
 
 
 

 
 
Figure 1. Two-dimensional schematic view of mechanical alloying/milling mill (Çetinkaya et al., 2006). 

 
 
 
F (Enviromental: Ar, Speed: 500 rpm, Ball diameter: 10 mm, Ball 
ratio: 250, Material: 17-4 pH water atomized) and G (Enviromental: 
Ar, Speed: 750 rpm, Ball diameter: 10 mm, Ball ratio: 250, Material: 
17 - 4 pH gas atomized) olarak kodlanmı�tır. The time in all the 
parameters was changed to 5, 10, 15, 30, 45, 60 and 90 min. In this 
study, the data was (Çetinkaya et al., 2006) obtained from 
Experimental work.  
 
 
THE APPLICATION OF ARTIFICIAL NEURAL NETWORK 
 
ANN has been developed as a generalization of mathematical 
models of human cognition and neural biology. The available data 
set is partitioned into two parts, one corresponding to training, and 
the other corresponding to test of the model. The purpose of 
training is to determine the set of connection weights and nodal 
thresholds that cause the ANN to estimate outputs that are 
sufficiently close to target values. This fraction of the complete data 
to be employed for training should contain sufficient patterns so that 
the network can mimic the underlying relationship between input 
and output variables adequately (Satish and Pydi, 2005; Kalogirou, 
2003; Menlik et al., 2009, Oguz et al., 2007). 

There are many types of ANN architectures in the literature; 
however, a back-propagation multi-layer feed-forward network 
(MLN) is the most widely used for prediction and in engineering 
applications. A MLN typically has an input layer, an output layer, 
and one or more hidden layers. There are many ways to define the 
activation function, such as threshold function, step activation 
function, sigmoid function, and hyperbolic tangent function. The 
type of activation function depends on the type of neural network to 
be designed. A sigmoid function is widely used for the transfer 
function (Sozen  et al.,  2004;  Dincer  et al.,  2008;  Sencan,  2006;  

Scalabrin et al., 2006). 
The training process continues until the network output matches 

the target, that is, the desired output. The calculated difference 
between these outputs and target outputs is called “error”. The error 
between the network output and the desired output is minimized by 
modifying the weights. When the error falls below a determined 
value, or the maximum number of epochs is exceeded, the training 
process is terminated. Then, this trained network can be used for 
simulating the system outputs for the inputs that have not been 
introduced before (Dincer et al., 2008; Ta�demir et al., 2008; 
Sencan, 2006). 

The proposed ANN model was resolved by software developed 
using a Matlab. In this study, the data (Çetinkaya et al., 2006) is 
used obtained from Experimental work.  
Each variable is min-max normalized within the range of 0 - 1 for 
ANN modeling. Since, the transfer functions generally modulate 
(Equation 1) the output to values between 0 and 1. 
 

min

max min

−=
−N

S S
S

S S
                                                                   (1) 

 
Where, SN is the normalized value of a variable S (real value in a 
parameter), Smax and Smin are the maximum and minimum values of 
S, respectively. 

In this study, the ANN structure is three layers namely, inputs, 
outputs, and hidden layer.The input layer consists of six neurons; 
the output layer consists of one neuron, and the one hidden layer. 
Environment (Ar and air), time (min.), speed (rpm), ball diameter 
(mm), ball ratio (gr.) and material (stainless steel powder) were 
taken as the input parameters and the output parameter was  taken  
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Figure 2.  Developed ANN for prediction of GS. 

 
 
 
as grain size (�m) in which an experiments were conducted in this 
study (Figure 2). 

The ANN designed according to these parameters are shown in 
Figure 3. The back-propagation learning algorithm has been used 
in feed forward single hidden layers. The back-propagation algo-
rithm has been implemented to calculate errors and adjust weights 
of the hidden layer neurons. Hyperbolic Tangent-Sigmoid transfer 
function was chosen in this study. (Equation 2 - 3).  
 

1 1 1 1 2 2 1 3 3 1 4 4 1 5 5 1 6 6 7, , , , , , ,( ) * ( ) * ( ) * ( ) * ( ) * ( ) * ( ) *j i i i i i i b iNET W X W X W X W X W X W X W b= + + + + + +

                                                                                                      (2) 
 

2

2
1

1 −= −
+ ( * )expj NET jF                               (3) 

 
In the Equation 2, NETj is the sum of the multiplication products of  
the input parameters and their weights. The sub-scripts i and j are  
input and hidden neuron numbers, respectively. 

Traingd is a network training function that updates weight and 
bias values according to gradient descent back-propagation. 78 
data were obtained from experiments and 65 (83.33% of total data) 
of them were chosen for training, whereas, 13 (16.67% of total 
data) of them were chosen for the test data. They all are chosen 
randomly. Inputs and outputs are min-max normalized in the (0 - 1) 
range for ANN modeling by the operation given in Equation 1 in 
Matlab. Here, environment (X1), time (X2), speed (X3), ball 
diameter  (X4),  ball  ratio  (X5)  and  material   (X6)   are   six   input 

parameters. In ANN, 50 hidden neurons were used. Therefore, 50 
equation parts ranging from NET1-NET50 and F1-F50 were used 
as sum and activation functions, respectively. 

Neuron numbers in the hidden layer (from 10 - 80 neurons step 
by step) and epoch numbers (from 1000 - 5000 epochs step by 
step) were tested for different values. The most suitable neuron 
number for the hidden layer can be obtained by trying various 
networks. The training of the network is stopped when the tested 
values of MSE stop decreasing and begin to increase. The most 
suitable epoch number with mean square error (MSE-Equation 4) 
(Kalogirou, 2003, Oguz et al., 2007) of the ANN performance was 
determined. After these trials, a network of 6 - 50 - 1 neurons and 
3000 epochs were chosen as it yielded the most appropriate result. 
Variation of the MSE with training and test epoch is 0.0074491. 
 

2

1

1
(%) ( )

n

i i
i

MSE d O
n =

= −�                               (4) 

 

 
Here, di is targeted or real value, Oi is network output or predicted 
value and n is the output data number. 
 
 
RESULTS AND DISCUSSIONS 
 
When the results which are obtained from the experiment 
have    been    determined,    there   was   no    significant 
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Figure 3. Designed model of ANN for present study. 

 
 
  

 
 

 
 
Figure 4. Comparison of experiment and ANN GS data change graphics. 

 
 
 
difference between them. The comparison of ANN and 
Experimental (EXP.) results for GS are shown in Figure 4 
- 5. The results of graphics comparisons showed the 
similarities between experimental study and ANN model 
and supported reliability of the model. The regression 
curve of the output variable (GS) for the experiment and 
ANN data set is in Figure 6-7 (training R =0.99747, 
testing R =0.97761). As the correlation coefficients get 
closer to 1, estimation accuracy increases. The esti-
mation results and Exp. results are in a good agreement. 
The deviation between Exp. and ANN prediction value is 
very small and negligible for GS. Performed independent 
t-test for ANN training and test data analyzed one by one 
with experimental data. The same results were obtained 
by ANN model. Since p > 0.05 (Table 2) as the result of 
the statistical analysis done in the 95% confidence 
interval between data obtained from experiments and 
ANN model, the reliability of the ANN model was proven. 
According to results of performed t-tests, there is no 
difference   between   experimental   data  and   the   one  

obtained from ANN.  
Moreover, the GS values which are not carried out in the 

experiment are applied to ANN to obtain intermediate 
values. First, environment, time, speed, ball diameter, and 
material are fixed and ball ratio is changed (300 gr.) and 
GS results are obtained (Figure 8). Then, Environment, 
time, speed, ball ratio and material are fixed and ball 
diameter is changed (8 mm - 11 mm) and GS results are 
obtained (Figure 9). Finally, environment, time, ball ratio, 
ball diameter, and material are fixed and speed is 
changed (600 rpm) and GS results are obtained (Figure 
10). As seen from the graphics, intermediate values 
which are not performed on the experiment set, but 
obtained from the designed system are fitting with the 
experimental results, the results of GS estimated by ANN 
were compared with experimental data. And their accu-
racy was tested as a percentage by using mean relative 
percentage error (MRE-Equation 5), (Sayın et al., 2007). 
Mean percentage accuracy is 98.97% for ANN. It was 
observed that the estimated GS values were close to real  
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Table 2. SPSS statistical analysis result (t-test for equality of means of ANN training and testing output). 
 

 Training Testing 
 t df Sig.(p) t df Sig. (p) 

Grain Size 0.66 76 0.985 -0.19 76 0.947 
 

* P>0.05. 
 
 
  

 
 

 
 
Figure 5. Comparison of experiment and ANN GS data change graphics. 

 
 
 

 
 

 
 
Figure 6. The relationship between experimental results and ANN 
training predicted values. 
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Figure 7. The Relationship between experimental results and ANN test predicted values. 

 
 
 
value. 
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Here, di is targeted or real value, Oi is network output or 
predicted value, and n is the output data number. 
 
 
Conclusions 
 
This paper presents an ANN application used for GS 
estimation of 17 - 4 pH Stainless Steel Powders in 
metallurgy industrial area. Finally, the ANN modeling has 
been applied to atritor for prediction GS. The results of 
this investigation show that ANNs can effectively model. 
It is understood that, ANN can be used for modeling of 
GS. The biggest advantages of the ANN compared to 
classical methods are speed of calculations and capacity 
to learn from examples. Also, in order to calculate 
different parameters, mathematical formulations were 
derived from this model.  

Experimental data were compared with result  obtained  

from ANN and all data were analyzed statistically. When 
analysis’s was assessed, value of results obtained from 
ANN was very close to the experimental results value 
and therefore, it was seen that the ANN’s might be used 
safely. ANN as an alternative method can be used to 
estimate the grain size. The values of experimental work 
that did not use was performed this developed system 
and interval values had been obtained. Experiments that 
have not been done in model input parameter values 
between applied values were obtained. In this way, 
predictive results were obtained without the experiment 
mechanism set up. Therefore, time, material, and money 
can be saved. With this approach that was seen, gives 
results about to try. As seen from the results, the ANN 
approach has sufficient accuracy rate for the estimation 
of GS. 

Moreover, quite close results to GS results can been 
obtained by either increasing number of input, output 
parameters or including other artificial intelligence 
techniques such as genetics algorithms, fuzzy logic. The 
experimental data and the developed system analyses 
showed that ANN reduces disadvantages such as time, 
material, and economical losses to a minimum. 
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Figure 8. Predicted results of ANN that unperformed experiment work which is ball ratio. 

 
 
  

 
 

 
 
Figure 9. Predicted results of ANN that unperformed experimental work which is ball diameter. 
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Figure 10. Predicted results of ANN that unperformed experimental work which is speed. 
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